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Abstract—In the paper we present a new, annotated with
keyphrases dataset of posts in the Russian language obtained from
car forums. The article describes the methodology of building the
dataset, as well as its main characteristics.

I. INTRODUCTION

The keyphrases extraction problem has been widely studied
in English literature and primarily addressed the keyphrase
extraction from texts written in the English language (e.g.
[1-14] and other). Keyphrases are sequences of words, that
reflect the main topics of texts, their extraction differs from
the task of extracting keywords (single words), terminology
or collocations. A keyphrase can be a rare phrase and also
not a stable expression. For the English language, special
test datasets for keyphrase extraction problem have been
developed, specialized competitions and seminars have been
organized (e.g [1-4]). For the Russian language the extraction
of keywords and collocations are widely studied, but keyphrase
extraction requires further development, including the devel-
opment of open datasets.

II. DATASET DESCRIPTION

We obtained a collection of messages from car forums
(about 20 different websites). At the next stage, the 3-5
messages of each forum thread were selected. From the
selected pool of messages, six non-overlapping collections
containing 60 random texts were created. In our studies, such
a separation was required to check that the improvement in
performance of an algorithm for keyphrase extraction is not
due to randomness. Each of the six collections includes texts
of different lengths with positive and negative user feedback.
Two of the collections contain exactly 30 positive and 30
negative texts per collection. Other collections contain positive
and negative posts in random proportions. Keyphrases were
assigned to each text in the collections. A number of main
annotation strategies were used to define the keyphrases of
interest. These strategies can be summarized as follows: which
aspects are the most discussed in the reviews, what do the users
pay attention to first of all and what statements are significant
for the post. In the next section we will describe this strategy
in detail. The Dataset is available upon request by email.
Tables 1-3 presents the main characteristics of the developed
collection. Examples of texts and proposed annotations for
them are provided in Table 4. Notice, texts and annotations
are written in a colloquial style with Russian-speaking stylistic
features, misspellings, expressions, which make it difficult to
properly translate the texts to English in presented examples.
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TABLE L DATASET DESCRIPTION I. TEXTS: MIN - MINIMUM NUMBER
OF WORDS PER DOCUMENT, MAX - MAXIMUM NUMBER OF WORDS PER
DOCUMENT, AVG - AVERAGE NUMBER OF WORDS PER DOCUMENT,

WORDS - TOTAL NUMBER OF WORDS IN THE DATASET, VOC - DATASET
VOCABULARY SIZE, DOCS - TOTAL NUMBER OF DOCUMENTS

‘ Texts ‘ Min ‘ Max ‘ Avg
‘ Dataset ‘ 3 ‘ 461 ‘ 51

‘ Words ‘ Voc
‘ 18456 ‘ 5847 ‘ 360 ‘

‘ Docs ‘

TABLE II. DATASET DESCRIPTION II. PHRASES: MIN - MINIMUM
NUMBER OF PHRASES PER DOCUMENT, MAX - MAXIMUM NUMBER OF
PHRASES PER DOCUMENT, AVG - AVERAGE NUMBER OF PHRASES PER
DOCUMENT, NUM - TOTAL NUMBER OF PHRASES IN ALL DOCUMENTS,
WORDS - TOTAL NUMBER OF WORDS IN ALL PHRASES, VOC -
VOCABULARY SIZE FOR PHRASES

‘ Phrases ‘ Min ‘ Max ‘ Avg ‘ Num ‘ Words ‘ Voc ‘
‘ Dataset ‘ 1 ‘ 16 ‘ 5 ‘ 2068 ‘ 5275 ‘ 2553 ‘
Table III. DATASET DESCRIPTION III. PHRASE LENGTH: L1, L2,..., L9,

L10+ - TOTAL NUMBER OF PHRASES WITH THE CORRESPONDING LENGTH:
1,2,...,9,10+ EXTRACTED FROM THE DATASET.

Length [ LI [ L2 [L3 [ L4 [L5 [ L6 [ L7 | L8 [ L9 [ LIO
l [LI[L2 [L3 [4 JIS JL6 [L7 [ I8 | L9 | LIO]
‘648‘596‘370‘225‘113‘51‘28‘17‘7 ‘13‘

‘ Num

III. MAIN ANNOTATION STRATEGIES

When compiling the collection the following rules for
selecting keyphrases were considered: phrases are formed by
sequences of words, and are extracted from the text as is with-
out any changes. We assume that the stage of lemmatization or
stemming, if required, is performed by the researcher himself.
If the text contains the following information the selected
phrases should reflect it:

e the car brand;
e  whether the text is about repairing or buying a car;
e emotions;

e information on what was good / bad, does the user
recommend (or not) the service / car dealership;

e was it a repair or vehicle inspection, if the latter - what
number of the inspection, if there was a repair, then
what was being repaired;

e information on price;
e  whether a discount was made;

e  whether there were queues, waiting time;
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TABLE IV. EXAMPLES OF TEXTS AND KEYPHRASES OF THE "GOLD

STANDARD"

Examples of texts

Phrases of the "gold
standard" (manually
assigned phrases)

repaired my AT at the ¥**** gervice,
good guys, 1 year warranty, did
everything that could be done, the
transmission is now a fairy tale,
no complaints. I recommend. (for
those who have a focus, guys the
transmission can jerk because of the
brain, get it checked, and then check
the transmission itself itself). p.s. in
Saint Petersburg there is no focus
as fast as mine))) p.s.s. with factory
settings ...

peMoHTHUpoBaJ B F¥¥*%

cepBuce CBOIO

repaired; Hk Ak
service; good guys;
1 year warranty;
did everything;
the transmission
is now a fairy
tale; no complaints;
recommend

PEMOHTHUPOBAJ;

quite satisfied. didnt impose anything,
didn’t impose any add-ons, got the
car without any problems. another
matter - car service in F¥¥¥¥¥ jg g
total nightmare....

s MOKyNaJl CBO#l akieHT B F¥¥*¥ pa

CaBYIIKHNHO. 1 TaK CKazKy, 9TO BIIOJIHE
noBosieH. Hu yero He HaBsA3BIBAJIH, 10~
bl OHW MHE€ H€ BIlapUBaJId, MallWHY
3abpas 6e3 BCAKUX MPOGJIEM. Ipyroit
BOIIpOC - 06Cﬂy)KI/IBaHHe MaIllUHbBI B
FFAFEX 370 MoSIHAA KYTH

aKIm, pebATKU MOJIOAIbI, 1 rof rapan- | ¥¥¥¥x*, cepBucCe;
THH, CHAEJAJd BCE UTO TOKA MOXKHO, pebsiTkn MOJIOZIIBL;
KOpobKa Telepb CKa3Ka, HapeKaHWi 1 roj TapaHTHUH;
Hery. coBeryio. (TeM y Koro okyc, | crenaju BCE; KOPOOKa
My>KHKH KOPOOKa MOXKeT AEprarbCs Tenepnb CKa3Ka;
u3-3a MO3IOB, NPOBEpdATEe UX, a IOo- HapeKaHul HETY;
TOM y2»Ke JIe3bTe B caMy KOpobKy). p.s. | coBeTyio

B Ilurepe Gosible HETy TakKOro GbICT-

poro ¢dokyca Kak y MeHs ))) P.S.S. C

3aBOJICKMMU HACTPOMKAMH . . .

I bought my accent in ***** on | accent; FAAR
savushkino. and i can say that I am savushkino; bought;

quite satisfied; didnt
impose anything;
didn’t impose any
add-ons; without any
problems; car service

in FFEFEX s a8 total
nightmare

AKIIeHT; Rk
CaBYIIKHHO; IOKYyTIaJI;

BIIOJIHE JIOBOJIEH; HU
Yero He HaBA3bIBaJId,
AOIIbl HE BIlapUBaJId;
6e3 BcAKUX mpobiem;
obcay>KuBaHue
MallluHbI B
IIoJIHasA KYThb

skoksk sk ok

changed the bumper covered by
insurance at ***** i'm satisfied by
the work done .... giving in the car was
a pain... ... got it back seems okay and
without dirt stains.

MeHsiJ1 GaMmep II0 CTpaxOBKe Ha
HHIEK . paBoOTON JIOBOJIEH. . .. CAABATH
MallluHY 6]31.]] I(eﬂb[ﬁ reMop...... Io-
JIyUMJI KaXKeTCsi HOPMAaJIbHYI0 U 06e3
IATEeH I'PA3HBIX.

changed the bumper;
covered by insurance;
FxFkX. satisfied by the
work done; giving in
the car was a pain;
without dirt stains
MeHslJT Gamiep; cTpa-
xoBKe; ¥¥¥*¥*: pagoroit
JIOBOJIEH; C/laBaTb Ma-
mwuHy OB 1esblil re-
MoOp; 6Ge3 mATeH rpsi3-
HBIX
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e quality of work, quality of service; the name of the
service / car dealership, the name of the street and
the city where the car service is located; official/non

service;

e insurance service or not, under warranty repair or not;

e access to the repair area - allowed / prohibited;

e was the car washed or not;

e  diagnostics done or not;

e  whether additional equipment was imposed during

purchase of the car;

e names / nicknames of managers, chief, mechanics,

etc.;

e  warranty for the results of work;
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e  whether there were new scratches or other damages
after repair;

e  whether the car was recognized as “totaled”.

Prepositions, pronouns and conjunctions within
phrases are preserved, including the words “sT0”, “eme”,
“gee”(“this”, “still”, “all”), etc. Examples: “pemontupyior
Mazga u dopa’, “mporaao Ha MoeM doKyce 2 crenienue’,
“IpU3HABATH 9TO HE XOTENH’, “OCTAJICS 51 B ITOKE”, “/IeIatoT
Bpojie Obl HOpMaJIbHO', “ycTajl y»XKe ¢ HuUMH OOpOThCs
“nonro Bee memamn” (“repaired Mazda and Ford”, “lost
clutch on my focus 2”7, “did not want to admit it”,
“didn’t care at all”, “I'm left in shock”, “the work they
do seems to be fine”, “I'm tired already of fight with
them”, “it took them a long time to do everything”).
“Ouenp” (“Very”) is usually omitted if it is first word
in the phrase. Example: “ouens monpaBuica MeHeIKep’
(“I really liked the manager”) will be transformed
to: “nompasmics menemxkep” (“I liked the manager”).
Prepositions, pronouns, and conjunctions at the beginning
of the phrases are left in phrases if after lemmatization
they remain necessary and removed if they cease to play
a binding role (we assume that the results obtained by
the annotation algorithm will be compared with the
result of manual annotation after the lematization of
both annotations). Examples: “B mmior cepsuce” will
be transformed to “mumor cepruce”’ (mmmor cepsuc); “us
pemonTa nocse jri’ will transformed to “pemonTa mocse
arn” (peMOHT TOcae JaTn) , “mpu  3aMeHe  OIaparam
croiiky” will not be transformed. The numbers are not
removed. Examples: “mumep maxkop 477 (“dealer major
477), “2-3 mecana oxunanus” (“2-3 months waiting”). The
words “dealer”, “car service”, etc. are separated from the
phrases, unless it this violates the integrity of the phrase.

When constructing phrases, the phrases are made as
short as possible (or divided into several), unless this
distorts the phrase or makes it unclear to what object the
phrase refers to in the text. Those parts of the phrases
that are responsible for the emotions and quality of the
process were not removed. “I1” (“and”) divides the phrase
into two separate phrases, unless it leads to a loss of
meaning in both received phrases. Example: “mer ouepeeit
1 BBICOKHIT ypoBeHb obciyxkuBanus’ (“there are no queues
and high level of service”), these are two phrases: “mer
ouepeneil” m “BeICOKHMiT ypoBeHb oOciyxkuBanusa’ (“there
are no queues”’ and “high level of service”). “Xoporiee u
6b1cTpoe obcyxusanue” (“Good and fast service”) is one
phrase.

IV. DISCUSSION OF AMBIGUOUS CASES

The most complex cases in context of annotations
can be divided into two groups. The first group consists
of texts with reviews of several car dealerships, usually
containing opposite opinions. Normally, they reviews
mention something done in one dealership, which did not
satisfy the author, and a better experience in solving the
same problem at another dealership. In the case of multiple
objects mentioned in a review, usually the object with the
most descriptions is selected as the main object of the
post. And for this object the phrases are chosen following
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the general strategy of key phrases selection. The second
object is usually described in a small part of the text
(several words or 1-2 sentences at most). In this case,
for the second object, the phrases are allocated in such
a way to include the mention of the object itself, as well
as emotions and information on this object. Thus, when
reading the extracted phrases it is clear whether they refer
to the main object, or to the additional object. Example
is presented in Table 5.

TABLE V. EXAMPLES OF TEXTS AND KEYPHRASES OF THE "GOLD
STANDARD"

Phrases of the "gold
standard" (manually
assigned phrases)

car inspection; ***¥*;

Examples of texts

went for car inspection last spring
after 10,000, to ***** also got my | won’t go there; tires
tires changed at a discount ..... and changed; screwed on
now in the summer I decided to | in such way, that
balance the wheels, though at another | one bolt had to be
place, turned out that the wheels were | torn off; for 20,000
screwed on in such way, that one did the inspection at
bolt had to be torn off. changed the | @Q@QQ@QQQ, turned out
stud at ****¥** of course not for free, | to be cheaper and
since you can not prove that they better

were the ones who screwed them on
wrong. for 20,000 did the inspection
at @Q@QQ@Q@Q, turned out to be cheaper
and better, I saw what they were
doing and how. but in ****¥* they
find 1000 reasons for you to not stand
there and look. won’t go there for
inspection anymore, couldn’t care less
about their warranty!

nenan To Toi BecHoit nHa 10000, B TO; *¥*¥**. Gonpuie Ty-
FrAFE | 3a01HO MO aKIMM IepeobyBaJl | Ja He Ioely; Iepe-
KoOJIeCaA..... M BOT JIETOM pPEeIIuJ CJie- obyBaJl KoJjieca; IIpH-

J1aTh 6AJAHCUPOBKY, IIPABJa B JPYTOM
MecTe, OKa3aJIoCh IIPUKPYTHUIN KOJleca
TaK, 4TO OJUH OOJIT MPHUIIIOCH CPbI-
BATh.IINMJIBbKY MEHSI B ¥¥¥¥¥*  hagy.
MeeTcsl 3a JEeHbIM, UM He JOKaXKelllb,
YTO OHM NpUKpy4duBasau Tak. Ha 20000
TBIC. TO Aejag B @QQQQQ,mo genbram

KPyTHJIM KOJleca TakK,
9YTO OAMH GOJT IpH-
1IIIJIOCh CPBIBaTh; Ha
20000 TeIC. TO gHemain
B QQQ@QQ,no jgeHb-
raM BBIILJIO JI€IIeBJIe 1
JIydIie

BBIIJIO JEIIeBJIe U JIydIle,BHIes] ,9ITO
Jeslann U Kak.a B ¥*F** gaxonar 1000
IIPpUYUH, lITO6I:I TaM He€ CTOATb U He
CMOTpeTb.60]‘IbLHe Tyda He Ioeny Ha
TO, UX rapaHTHUs MHE YTO IJjaa, 9TO
exaJal

The second group consists messages written in a
conversational style with inconsistencies, torn phrases, and
a large number of interjections. There is a workaround to
this problem, since the extracted phrases tend to be rather
short (mostly phrases consisting of one-two words). Due to
this fact, a very small part of the phrases was extracted not
as a single sequence of consecutive words from the text,
but as a sequence of words after the remove of large pieces
of unnecessary information between the main information-
bearing phrase words.

V. CONCLUSION

The paper introduces a new dataset for extracting
key phrases for the Russian language, describes the basic
rules followed when selecting phrases. These rules were

570

developed while working with a significant number of texts
and allowed us to resolve ambiguity in the allocation
of phrases, as well as helped to identify the main topic
units discussed in the texts from the forums. The phrases
containing these topic units were considered to be the most
important and were included in the annotations.
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