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Abstract—In this article we analyze the state-of-the-art in
multilateration - the family of localization methods enabled by
the range difference observations. These methods are computa-
tionally efficient, signal-independent, and flexible with regards to
the number of sensing nodes and their spatial arrangement. How-
ever, the multilateration problem does not admit a closed-form
solution in the general case, and the localization performance is
conditioned on the accuracy of range difference estimates. For
that reason, we consider a simplified use case where multiple
distributed microphones capture the signal coming from a near
field sound source, and discuss their robustness to the estimation
errors. In addition to surveying the relevant bibliography, we
present the results of a small-scale benchmark of few ‘“main-
stream” multilateration algorithms, based on an in-house Room
Impulse Response dataset.

I. INTRODUCTION

As the audio technologies incorporating distributed acous-
tic sensing — like Internet Of Audio Things [1] — gain mo-
mentum, the questions regarding efficient exploitation of such
acquired data naturally arise. A valuable information that could
be provided by these networks is the location of the sound
source, which can be a daunting task in the adverse acoustic
conditions, namely in the presence of noise and reverberation.
On the flipside, localization is usually only a pre-processing
block of a larger processing chain (e.g. in the case of location-
guided separation and enhancement [2]), thus its computational
efficiency is of uttermost importance.

In this work we consider a specific distributed audio
context, where we assume a sensor network composed of dis-
tributed single-channel microphones with potentially different
gains (Fig.1). Such a network could be seen as one large
scale microphone array - note that this is markedly different
from a network whose nodes are (compact) microphone arrays
themselves, as detailed in the following paragraph. The array
geometry is assumed known in advance, and the microphones
are already synchronized/syntonized [3]. Lastly, we assume
the presence of a single sound source and a direct path
(line-of-sight) between the source and microphones. The latter
assumption is essential for most of the traditional sound source
localization methods to work, in order to avoid an extremely
challenging “hearing behind walls” problem [4].

Albeit deceivingly simple, the considered scenario imposes
several technical constraints. First, the absence of compact
arrays prevents the node-level Direction-of-Arrival (DOA)
estimation. Second, no knowledge of the source emission time
prohibits the Time-of-Flight (TOF) estimation. Third, large
array size implies significant spatial aliasing, which, along

Fig. 1. Source localization with 5 single-channel microphones

with the relatively small number of microphones, seriously
degrades performance of beamforming-based techniques, at
least in narrowband [5]. The approaches based on distributed
beamforming, e.g. [6], [7], [8], could still be appealing if they
operate in the wideband regime: unfortunately, the literature
on wideband beamforming by distributed mono microphones
is somewhat scarce. Another major downside of beamforming-
based localization is generally high computational cost, al-
though various attempts have been made in order to reduce
its complexity, e.g. [9]. Finally, the fact that the number of
sensors and their spatial arrangement can vary precludes the
use of contemporary learning-based localization methods (e.g.
[10], [11], [12]), which have shown remarkable performance
in more restricted use cases.

Under these constraints, the pairwise Time Difference Of
Arrival (TDOA) features emerge as a viable choice for sound
source localization (rectifying the need for adequate synchro-
nization, since the TDOA estimation is known to be sensitive
to clock offsets and internal delays [13]). The corresponding
sound source localization pipeline is presented in Fig. 2. First,
TDOAs are estimated for each microphone pair, followed by
their conversion to (pseudo) Range Differences (RD). These
estimates are then processed by a multilateration algorithm
[14], which finally yields the source position. In this article we
focus on the last part of the pipeline, i.e. we discuss exclusively
and thoroughly the localization algorithms belonging to the
multilateration class, as opposed to related review papers [14],
[15], [16] that study localization methods in a broader sense.

Simultaneous localization of multiple sound sources is of a
great practical interest. From the perspective of a multilatera-
tion algorithm, as long as multiple sets of RDs (corresponding
to each sound source) are available, the localization of each
source can be done independently of the rest. Therefore,
discussing the single-source case only does not endure a loss
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Fig. 2. Standard multilateration processing chain (notations are defined in
section II)

of generality with regards to multilateration-based localization.
However, we underline that the performance of multilateration
methods is conditioned on the accuracy of TDOA/RD esti-
mation, which is a difficult problem in its own right [17],
[18], [19]. The problem becomes even more challenging in
the presence of multiple overlapping sources [20], but it falls
out of the scope of the present article. Indeed, as practitioners
we are particularly interested in performance of multilateration
algorithms using the pseudo RDs obtained from off-the-shelf
TDOA estimators, such as Generalized Cross Correlation -
PHAse Transform (GCC-PHAT) [21].

II. PROBLEM STATEMENT

Distances between microphones are considered to be of the
same order as the distances between the microphones and the
source, hence — with regards to the audible frequency range
of speech — we discuss the near field scenario. The general
formulation of the time-domain signal ym(t), recorded at the
m™ microphone is given by the time-variant convolution:

t

Ym(t) = /am(t, T)xs(t — 7)dT + nm (t), (1)
0

where a,,,(t,7) is the time-variant Room Impulse Response
(RIR) filter, relating the m"™ microphone position r, with
the source position rs, z5(t) is the source signal, and ngy(¢)
is the additive noise of the considered microphone. In (1),
the microphone gains are absorbed by RIRs. In practice,
various simplifications are commonly used instead of the
general expression (1). Commonly, a free-field, time-invariant
approximation is adopted, as follows [22]:

Tm) + 7im(t), )

where the offset 7, denotes the TOF value, which is propor-
tional to the source-microphone distance.

Ym(t) = amas(t —

The TDOA, corresponding to the difference in propagation
delay between the microphones m and m’, is defined as
Tmm’ = Tm’ — Tm. In homogeneous propagation media, the
TDOA values 7y m , directly translate into Range Differences
(RD) dpm,m, given the sound speed c:

dm,m’ = Dm’ *Dm - ||rm’ *rsH *”rm*rsH == C'Tm,m’a (3)

where D,, denotes the source-microphone distance. The ob-
servation model (3) defines the two-sheet hyperboloid with
respect to rg, with foci in r, and r [23], [24]. Note that the
RDs could be easily determined from the TOF measurements
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as well (since Dy, = c¢-Tm), provided that the emission time is
known. Surprisingly, despite theoretical evidence, a simulation
study in [25] has revealed that the TOF and TDOA features
seem to perform similarly in terms of localization accuracy.

Since the microphone signals are often corrupted by noise
and reverberation, the TDOA measurements — thereby RDs
— could be erroneous, which negatively affects the perfor-
mance of localization algorithms. In the RD domain, such
degradations are usually modeled by an additive noise term.
Another cause of localization errors is the inexact knowledge
of microphone positions. As shown in [26], the Cramér-Rao
lower Bound (CRB) [27] of the source location estimate
increases rather quickly with the increase in the microphone
position “noise” (fortunately, somewhat less fast in the near
field, than in the far field setting). Finally, the localization
accuracy also depends on the array geometry [28], which is
assumed arbitrary in our case.

In noiseless conditions, the number of linearly independent
RD observations is equal to M — 1, and all the remaining
RDs could be calculated from such a set. However, in the
presence of noise, considering the full set of observations (of
size¢ M(M — 1)/2) may be useful for alleviating the noise-
related degradation [25], [29], [30], [31]. If only independent
RDs are to be used, one microphone is chosen as a reference
(the choice of which, under the same noise level, does not
affect the theoretical localization accuracy [25]). The same
microphone could be conveniently put at the coordinate origin,
e.g. r1 = 0, where 0 is the null vector. By denoting r := rg,
from (3), the non-redundant RDs are compactly given as

Ay = di,m = ||t — 1| — |7 )

Finally, given a minimal {dn/| m’ € [2,M]}, or an
extended {dm m/| (m,m’) € [1,M] x [1,M],m # m’'} set of
observations, along with microphone position {r,}, the goal
now is to estimate source position r. In the following sections,
we discuss two major classes of such localization algorithms:
maximum likelihood and least squares estimators.

III. MAXIMUM LIKELIHOOD ESTIMATION

Since the observations (4) are non-linear, a statistically
efficient estimate (i.e. the one that attains CRB) may not be
available. The common approach is to seek the maximum
likelihood (ML) estimator instead.

Let # and dp (#) denote the estimated source position, and
the corresponding RD, respectively:

Aoy (E) = [[rm — 2 = [17]].

Under the hypothesis that the observation noise is Gaus-
sian, the ML estimator is given as the minimizer of the negative
log-likelihood [32], [33]

L(r) = (d - a@))T »-1 (d - &(f)) : 5)

. . . . T
where d = [da ds ... du]T, d(¥) = Ldg(f), ds(£) .. . dw (f)} ,
and X is the covariance matrix of the measurement noise.
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Note, however that the Gaussian noise assumption for the
RD measurements may not hold. For instance, the digital quan-
tization alone can induce RD errors on the order of 2 cm [34].
Moreover, the ML estimators are proven to attain the CRB in
the asymptotic regime, while the number of microphones (i.e.
the number of RDs) is often small. Therefore, non-statistical
estimators, such as least squares, are often used in practice
instead. Anyhow, in this section we discuss two families of
methods proposed for the RD maximum likelihood estimation:
the ones that aim at solving the non-convex problem (5)
directly, and the ones based on convex relaxations. The former
should not be confused for “direct” localization methods based
on grid search, such as steered response power beamformer.

A. Direct methods

The problem (5) is difficult to solve directly, due to
nonlinear dependence of the RDs {d. ()} on the position
variable r. Early approaches, based on iterative schemes,
such as linearized gradient descent and Levenberg-Marquardt
algorithm [35], [36], suffer from sensitivity to initialization, in-
creased computational complexity and ill-conditioning (though
the latter could be improved using regularization techniques
[37]). The method proposed in [38] exploits correlation among
noises within different RD measurements, and defines a con-
strained ML cost function tackled by a Newton-like algorithm.
According to simulation results, it is more robust to adverse
localization geometries [39], [28] than [35], or the least
squares methods [40], [30], [41], [42]. Another advantage of
this method is the straightforward way to provide the initial
estimate (however, as usual, global convergence cannot be
guaranteed).

In the pioneering article [32], the authors proposed a
closed-form, two-stage approach, that approximates the solu-
tion of (5). Firstly, the (weighted) unconstrained least-squares
solution (to be explained in the next section) is computed,
which is then improved by exploiting the relation between
the estimates of the position vector and its magnitude. The
minimal number of microphones, due to the unconstrained LS
estimation is 5 in three dimensions. It has been shown [32]
that the method attains the CRB at high to moderate Signal-to-
Noise-Ratios (SNRs). Unfortunately, it suffers from a nonlinear
“threshold effect” - its performance quickly deteriorates at low
SNRs. Instead, an approximate, but more stable version of
this ML method has been proposed in [43]. In addition, the
estimator [32] comes with a large bias [37], which cannot be
reduced by increasing the amount of measurements. This bias
has been theoretically evaluated and reduced in [44].

The method proposed in [45] uses Monte Carlo importance
sampling techniques [27] to approximate the solution of the
problem (5). As an initial point, it uses the estimate computed
by a convex relaxation method. According to simulation exper-
iments, its localization performance is on par with the convex
method [46], but the computational complexity is much lower.

A very recent article [47] proposes the linearization ap-
proach that casts the original problem into an eigenvalue one,
which can be solved optimally in closed form. Additionally,
the authors propose an Iterative Reweighted Least Squares
scheme that approximates the ML estimate for different noise
distributions.
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B. Convex relaxations

Another important line of work are the methods based
on convex relaxations of ML estimation problems. In other
words, the original problem is approximated by a convex one
[48], which is usually far easier to solve. Two families of
approaches dominate this field: methods based on semidefinite
programming (SDP), and the ones relaxing the original task
into a second-order cone optimization problem (SOCP). In the
former, the non-convex quadratic problem (5) is first lifted
such that the non-convexity appears as a rank 1 constraint,
which is then substituted by a positive semidefinite one [49].
Lifting refers to a problem reformulation (by a suitable variable
substitution), such that the original problem is redefined in a
higher-dimensional space. The rationale behind lifting is that
the new problem becomes easier to solve, despite being high
dimensional (particularly, it leads to a SDP problem). On the
other hand, solving the SDP optimization problems can be
computationally expensive, and the SOCP framework has been
proposed as a compromise between the approximation quality
and computational complexity (cf. [50] and the references
therein for technical details).

One of the first convex relaxation approaches for the RD
localization is [51], based on SDP. The algorithm requires
the knowledge of the microphone closest to the source, in
order to ensure that all RDs (with that microphone as a
reference) are positive. The article [46] discusses three convex
relaxation methods. The first one, based on SOCP relaxation
is computationally efficient, but restricts the solution to the
convex hull [52], [48] of microphone positions. The other two
SDP-based remove this restriction, but are somewhat more
computationally demanding. In addition, one of these is the
robust version - it minimizes the worst-case error due to
imprecise microphone locations. The latter requires tuning of
several hyperparameters, among which is the variance of the
microphone positioning error. All three versions are based on
the white Gaussian noise model for the RD measurements,
however, whithening could be applied in order to support the
correlated noise case. However, the SDP solutions are not
the final output of the algorithms, but are used to initialize
nonlinear iterative scheme, such as [35].

Interestingly, a recent article [53] has shown that the ideas
of the direct approach [32] and the constrained least-squares
approach could be mixed together. Moreover, the cost function
can be cast to a convex problem, for which an interior-point
method has been proposed. However, in practice, it is a com-
pound algorithm which iteratively solves a sequence of convex
problems in order to re-calculate a weighting matrix dependant
on the estimated source position. The accuracy depends on the
number of iterations, which, in turn, increases computational
complexity. As for [32], it requires 5 microphones for the 3D
localization.

IV. LEAST-SQUARES ESTIMATION

Largely due to computational convenience, the least-
squares (LS) estimation is often a preferred parameter es-
timation approach. It is noteworthy that all LS approaches
optimize a somewhat “artificial” estimation objective, which
can induce large errors in very low SNR conditions, when the
measurement noise is not white, and/or for some adverse array
geometries [38], [54], [44].
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Three types of cost functions are discussed: hyperbolic,
spherical and conic LS.

A. Hyperbolic Least Squares

The goal is to minimize the sum of squared distances e},
between the true and estimated RDs:

M

en(f) := Z (™

m’=2

~ ~11\2
— llrm = £ + ]

- (d - &(f))T (d - d(f)) , (6

which is analogous to the ML estimation problem (5) for 3 =
I, with I being the identity matrix. Thus, in the case of white
Gaussian noise, the hyperbolic LS solution coincides with the
ML solution. Otherwise, solving (6) comes down to finding the
point I whose cumulative distance > dy, to all hyperboloids,
defined in (4), is minimal.

However, the hyperbolic LS problem is also non-convex,
and its global solution cannot be guaranteed. Instead, local
minimizers are found by iterative procedures, such as (nonlin-
ear) gradient descent or particle filtering [55], [22]. Obviously,
the quality of the output result of such algorithms depends
on their initial estimates, the choice of which is usually not
mathematical, but rather application-based.

B. Spherical Least Squares

By squaring the idealized RD measurement expression (4),
followed by some simple algebraic manipulations, we have

1
A ||| + rrTn,r 3 (||rm/H2 — da,) =0.
[ —

b,/

m

The interest of this operation lies in decoupling of the position
vector and its magnitude, which are to be replaced by their
estimates T and D := ||F||, respectively.

The goal now becomes driving the sum of left hand sides
(for all microphones) to zero:

M
A 2 ~
o= (dwD+rlt b)), D=7, @)
m’/=2

which leads to the following (compactly written) constrained
optimization problem [56]:

minimize ||®¢ — bl 8)

subject to &' [6 %] €=0andéq) >0,

where ® =

dy r, R b1
dari| e=[D],b= [b2}, and ¢(1) denotes
S
bm
the first entry of the column vector ¢.

In the literature, the problem above is tackled as:
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a) Unconstrained LS: by ignoring the constraints re-
lating the position estimate r and its magnitude D, the prob-

lem (7) admits a closed-form solution ¢* = (<I>T‘I' &b.

As pointed in [57], [58], several well-known estimation al-
gorithms [40], [41], [42] actually yield the unconstrained LS
estimate. The minimum of M = 5 microphones (i.e. four RD
measurements), in three dimensions, are required in order for

(<I>T<I>) - to be an invertible matrix.

b) Constrained LS: While the unconstrained LS is sim-
ple and computationally efficient, its estimate is known to have
a large variance compared to the CRB [58], hence the interest
for solving the constrained problem. Unfortunately, (8) is non-
convex due to quadratic constraints. To directly incorporate the
constraint(s), a Lagrangian-based iterative method has been
proposed in [33], albeit without any performance guarantees.

Later, in their seminal paper [56], Beck and Stoica provided
a closed-form global solution of the problem, and demon-
strated that it gives orders of magnitude more accurate solution
(at an increased computational cost) than the unconstrained
LS estimator. Moreover, the results in [45] indicate that it is
generally more accurate than the two-stage ML solution [32].

C. Conic Least Squares

In [30], Schmidt has shown that (in two dimensions) the
RDs of three known microphones define the major axis of
a general conic (a hyperbola, an elipse or a parabola), on
which the corresponding microphones lie. In addition, the
source is positioned on its focus. In three dimensions, this
axis becomes a plane containing the source. The fourth (non-
coplanar) microphone is needed to infer the source position r,
by calculating the intersection coordinates of three such planes
(hence the name plane intersection method in the literature
[40]). Thus, the method attains the theoretical minimum for
the required number of microphones for RD localization.
Nevertheless, given the minimal number of measurements,
multilateration often yields an ill-posed problem [59]. Thereby,
in practice, more sensors are needed for obtaining a meaningful
result.

To illustrate the approach, let one such triplet of micro-
phones be described by (r1,rs,r3), and (Dy, Dy, D3) — their
position vectors, and the distances to the source, respectively.
For a pair (i,j) of these microphones, we have the following
expression for the product of the range sum %;; = D; + D;
and the range difference d;j = D; — D;:

Sidig = ||xl|* = [[ril|* — 2(r; — 1) " ©)

Note here that the conic method uses a full set of RD obser-
vations, as opposed to the spherical least squares approach.

By rearranging the terms in (9), and having di; = Xi; —
Yj k» the range sums can be eliminated. Eventually, this gives
the aforementioned plane equation

(dp3ry + d3 112 + 611,21“3)T r

1
=3 (d1,2d2,3d3,1 + d2,3||1‘1||2 + d3,1||1‘2||2 + d1,2\|r3\|2) .
(10
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This is a linear equation of three unknowns, thus the exact
solution is obtained when three triplets (i.e. four non-coplanar
microphones) are available. Browsing the literature, we found
that exactly the same closed-form approach has been recently
reinvented in the highly cited article [60].

For M microphones, one ends up with (%) such equations
(in 3D) - the classical LS solution is to stack them into a matrix
form, and calculate the position r by applying the Moore-
Penrose pseudoinverse. Let Ayqr, Bpgrs Cpgr and Fpq, denote
the coefficients and the right hand side of the expression (10),
for the microphone triplet m € {p, q,r}, respectively. For all
such triplets, we have

A2z Bz Cios F1o3
: : : | .
Apar Bogr  Char| " Fogr | (b
——
4 P

where

Apgr = dq,rp(1) + drpra(1) + dpaTe(1),
Bpqr = dq,rrp(2) + drprq(2) + dp,Tr(2),
Cpqr = dq,r{rp(3) =+ dr,prq(3) + dp,qTr(S) and
1
Fogr = D) (dp,qdq,rdr,p + dq,rHrp”2 + dr,PHrq”2 + dp,qur”Q) )
as in (10). However, such LS solution is strongly influenced
by the triplets having large A., B., C. or F. values. Instead, as
proposed in [30], the matrix ¥ needs to be preprocessed prior
to computing the pseudoinverse - its rows should be scaled by

A? + B2 + (2, as well as the corresponding entry of the
vector .

Likewise, the presence of noise in the RD measurements
d; j could seriously degrade the localization accuracy. In that
case, the observation model (3) contains an additive noise term,
which varies accross different measurements, rendering them
inconsistent. This means that the intrinsic redundancy within
RDs does not hold, e.g dix # dij + djx. In the noiseless
case, the vector d of concatenated RD measurements, lies
in the range space of a simple first-order difference matrix
[61], specified by (3) and the ordering of distances D,,. Thus,
the measurements could be preconditioned, by replacing them
with the closest feasible RDs, in the LS sense. This is done by
projecting the measured d onto the range space of a finite dif-
ference matrix, or, equivalently by the technique called “TDOA
averaging” [61]. While computationally efficient, the proposed
preconditioning technique assumes Gaussian distribution of
TDOA (or RD) estimation errors [31], which may produce
suboptimal results.

V. SPEAKER LOCALIZATION EXPERIMENTS

To the best of our knowledge, to date, there is no compre-
hensive benchmark of multilateration algorithms in the context
of distributed single-channel audio sensing. The aim of this
section is to contribute by providing an empirical analysis of
three algorithms representative of the least squares class. In
particular, we conduct a small-scale benchmark of the conic
least squares [30], unconstrained [40] and constrained [56]

spherical least squares (referred to as conic, usrd-ls and srd-Is,
respectively). We first present the setup, data and performance
measures before proceeding to the benchmark results.

e

$ ¢

456 m
Fig. 3. Experimental setup
TABLE I.  SOURCE COORDINATES & ORIENTATIONS
Position 1 Position 2 Position 3
X [em] -80 0 80
y [em] -80 80 30
z [cm] 119 119 119
Azimuth [°] | {0, 290, 180} | {0, =90, 180} | {0, =90, 180}
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The microphone signals are generated by convolving dry
source signals with real RIRs measured in our audio lab whose
RT60 = 350 ms. This approach allows to spare time and use
different excitation signals afterwards. Eight omnidirectionnal
DPA® 4060 microphones, arranged in a circle of radius 2.28m,
surround the Genelec® 1031A loudspeaker which serves as a
source, as shown in 3. The microphones and the loudspeaker
are approximately in the same horizontal plane (the difference
in their z-coordinates is about 15cm). The RIRs are retrieved
using exponential sine sweep excitation signals ranging from
20 Hz to 20 kHz [62]. During each recording, the loudspeaker
is static, placed at one of the 3 different positions within the
circle (Table I details the source positions and azimuths). To
account for the loudspeaker directivity, at each position, the
loudspeaker is oriented in 4 different directions, by rotating it
around the z-axis in steps of 90°. The original sampling rate of
the microphone recordings was 48kHz (because that database
will have other uses) and has been subsequently down-sampled
to 16kHz to match the signals described later, and all devices
share the same clock.

For computing the TDOAs, we opted for the widely used
GCC-PHAT method. The signals are first segmented in 50%-
overlapping frames of duration 0.064s, and modified by Han-
ning window. The frame duration is chosen as the limit of the
local (quasi-) stationarity of speech signals [63], to maximize
the number of samples used for estimating correlations. Then,
the TDOA estimation is performed for each frame pair, and a
single output value is produced by median aggregation. For
the aggregation, we either consider all frame-wise TDOAs
(the “no-VAD”, i.e. no Voice Activity Detector setting), or we
choose a subset of these using a simple energy-based criterion.
For the latter, we evaluate the energy of each frame of the pair,
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and if neither has the energy that exceeds the half median
energy of the sum of the two windowed representations, it
is discarded (“VAD” variant). At the end, the obtained TDOA
matrix is either directly provided to a multilateration algorithm,
or is further postprocessed by the TDOA averaging method
[61] (the “denoised” TDOA).

Concerning the algorithm-specific settings, we tested the
conic LS with and without row-wise normalization, and spher-
ical LS with two choices of the reference microphone. We
refer to the choices as the “max” and “min”, designating the
microphones that produce the recordings of highest and lowest
energy, respectively. This is motivated by the fact that, as
the optimal choice of the reference microphone is not always
straightforward, the corresponding non-redundant RD subset
may contain more or less inaccuracies.

Regarding each algorithmic setting as a separate method,
and the different TDOA variants as distinct features, the
benchmark comprises 6 multilateration methods, each applied
to 4 types of TDOA features. For each experiment, all possible
subsets of 5 out of 8 microphones are selected. Note that
for some loudspeaker orientations and microphone subsets the
line-of-sight assumption is essentially violated (except at very
low frequency bands). As the source signals, we use 6 short
audio excerpts from the TIMIT database [64], comprising 3
male and 3 female speakers (meaning that each experiment
has been repeated 6 times using a different excitation signal).

The multilateration performance is quantified as the posi-
tion error in meters, between the ground truth and the estimated
position, ie. |[r — . In addition, we track the TDOA/RD
estimation errors, in order to evaluate the robustness of a
localization method to various levels of RD “noise”. Therefore,
we also store the average absolute errors of all RDs for the
considered microphone subset (the ground truth RDs are easily
determined from the microphone-source geometry).

The overall results in the form of a box plot are shown on
4, which we interpret below.

First, the RD denoising (by means of TDOA averaging)
does not contribute to an increased localization accuracy.
Although the variance of positioning errors is reduced for the
denoised RDs, the median error is generally larger than for the
non-processed RD features. The denoising operation actually
redistributes the error across all RDs, thereby corrupting all
the “clean” RD entries as well. Contrary to the intuition, the
conic LS method seem to be affected the most, probably due to
the fact that it exploits all available RD observations, thereby
accumulating most of the noise.

Second, our rudimentary VAD solution seems to be ben-
eficial, despite the fact that the TIMIT source signals contain
mostly uninterrupted speech. We attribute this to the selection
of highly energetic frames, which are affected by noise and
reverberation to a lesser degree.

Finally, according to the median multilateration perfor-
mance plots in the most favorable setting (GCC-PHAT with
active VAD and without denoising), the normalized conic
LS seems to be the best solution. However, 2D histograms,
presented in 5, which depict the position error with regards
to average RD errors, indicate that the constrained spherical
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LS method offers the most robust performance when the refer-
ence microphone is well-chosen (e.g. by selecting the nearest
microphone from the barycenter). Related to this choice, a
slight drop in performance of both spherical LS methods is
observed with the suboptimal ("min”) choice of the reference
microphone.

VI. CONCLUSION

Multilateration has a long history, and the methods belong-
ing to this family of localization algorithms are theoretically
well-founded. Moreover, they are generic, in the sense that
they are essentially agnostic to the signal type, as long as
the (pseudo) RDs are obtainable. While this article primarily
considers sound source localization, multilateration could be
straightforwardly applied to, e.g. mapping problems in sensor
networks, geolocalization by positioning systems and/or base
stations, or to target localization in distributed radar signal
processing.

The multilateration methods of the ML class are closed
to optimal in theory, however they resort to various approx-
imations in order to combat the intrinsic hardness of the
localization problem. The LS approaches instead solve easier,
but artificial optimization problems. On the other hand, some
of them are computationally very efficient, and seemingly work
very well in practice. The small-scale benchmark of the three
widely used LS methods suggests that constrained spherical LS
method offers competitive performance, in terms of accuracy
and robustness to TDOA estimation errors, however, at an
increased computational cost compared to the unconstrained
and conic LS. The choice of the method should be dictated
by the use case and the a priori information that may be
available: what is the type and the level of measurement noise,
how important is the computational complexity, how many
microphones comprise the array, what are their specifications
etc. There seems to be no clear winner when different criteria
are taken into account at the same time, which calls for a
dedicated, more comprehensive test study in the future.
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