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Abstract—Recent technologies of industrial monitoring pro-
vide highly fragmented information. Large amounts of multi-
parameter sensed data on production process and equipment
operation are stored in disparate structures (databases). Effective
use of the collected information requires data fusion within an
information-driven monitoring system. In this short paper, we
design a semantic data model to create a unified information space
that fuses events derived from real-time sensed data streams. Our
semantic data model considers a hierarchy of production equip-
ment nodes and supports rules for identifying and composing
events in the production process under monitoring.

I. INTRODUCTION

A software and hardware system for information-driven
monitoring of production processes and equipment operation
is developed in Petrozavodsk State University (PetrSU) [1].
The monitoring system implements continuous (real-time)
observation of the object under monitoring. The sensors are
attachable (mounted) equipment. A monitored object is such
production equipment as metalworking centers, presses, gas
turbines, etc.

Industrial monitoring provides highly fragmented infor-
mation, when large amounts of multi-parameter sensed data
are stored in disparate structures (databases). Effective use
of the collected information requires data fusion within an
information-driven monitoring system. In this short paper, we
design a semantic data model to create a unified information
space [2] that fuses events derived from real-time sensed data
streams. The semantic data model provides fusing the data
from production process monitoring.

The semantic data model is developed for a graph type non-
relational database management system. We apply the well-
known solutions for the data presentation in Industrial Internet.
Our semantic data model considers a hierarchy of production
equipment nodes (units) and supports rules for identifying and
composing space-time related events in the production process
under monitoring.

The rest of this paper is organized as follows. Section II
presents the studied class of data presentation models for
industrial monitoring. Section III introduces our semantic
data model for representing space-time events and operating
conditions of production equipment based on multiparameter
sensed data. Section IV discusses our implementation of the
semantic data model and early experiments. Finally, Section V
concludes the paper.

II. RELATED WORK

Effective use of the collected information requires data
fusion within an information-driven monitoring system. An
efficient way is needed to store, manage, and retrieve in-
formation about the monitoring object and high events to
build recommendations for work on repair and maintenance.
One of the key approaches to development of monitoring
systems is an ontologically driven methodology for describing
and presenting objects in the subject area, integrating mixed
information, and formalizing data and knowledge [3].

Work [4] presents a model for monitoring deformations of
structures of potentially dangerous objects, which implements
the integration of heterogeneous data and calculation modules
into an integral distributed information processing system.
Paper [5] suggest using databases adapted for time series
analysis for the system of archiving and data analysis of the
monitoring system. Data is stored in a circular record — stale
data is filtered to keep the aggregated data smaller.

Industry 4.0 project [6] aims at automation and commu-
nication in creating smart factories that maximize production
capabilities. Modeling and implementation of components are
implemented using a model Resource Description Framework
(RDF) using semantic technologies. The execution of pro-
duction processes depends not only on their internal state
and interaction with the user, but also on the context of
their execution to provide additional information to improve
monitoring.

Work [7] presents the few existing ontologies for Inductry
4.0. Ontologies can provide the solution by formalizing the
smart manufacturing knowledge in an interoperable way to
promote adoption of a coherent approach for the semantic
communication in between multiple intelligent systems, which
include human and artificial (software or hardware) agents.

Work [8] proposes applying ontology-oriented models to
represent knowledge on production processes and equipment
operation in a machine interpreted form. The proposed ontol-
ogy in [9] formalizes domain knowledge related to condition
monitoring tasks of manufacturing processes.

Work [10] presents a semantic approach to modeling au-
tomation systems using ontology and its applicability in in-
dustrial automation networks using OPC UA. The Automation
I4.0 ontology provides a semantic tool for representing the
concepts of high, medium and low-level automation systems
and offers a way to directly integrate into software applications
and communication protocols based on semantics.
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Work [11] presents analysis of typical standardized Web
of Things (WoT) ontologies covering various levels of WoT.
Some basic ontologies describing measurements of physical
parameters and sensors of the system are identified: SOSA
ontology [12], SSN ontology [13], DUL ontology [14]. The
use of those ontologies in the development of a binding model
is considered in the next section.

III. SEMANTIC DATA MODEL

The data model describes the monitoring object (equipment
units, mounted sensors and video cameras, events) and the
surrounding context (operating conditions, employee profiles).
The data model describes the monitoring object, as well as the
hierarchy of equipment nodes with reference to the sensor. At
the same time, a shared information space for the functioning
of the object is created with the digitalization of its main
aspects. The change in technical state is determined by an
event-driven model using basic and composite events.

The semantic data model design of the model was devel-
oped based on several well-known ontologies. Ontology of
sensor, observation, sampling and actuator (SOSA) provides
a formal but lightweight universal specification for modeling
interactions between objects involved in observation, trig-
gering, and sampling [12]. Semantic Sensor Network (SSN)
ontology [13] describes sensors and observations and related
concepts, but does not describe domain concepts, time, loca-
tion, etc. Together, SSN and SOSA ontologies describe systems
of sensors and actuators, observations, procedures used, objects
and their properties that are observed or acted upon, samples
and the sampling process, and so on. DOLCE+DnS Ultralite
(DUL) ontology [14] is the basic ontology for representing
events to simulate physical or social. DUL ontology connects
time and space, objects and people. The main entities of the
linking model are shown in Fig. 1.

The class Machine describes the main object of monitoring,
for example, a machine tool or other production equipment.
The equipment consists of nodes described by the subclass
Node, which are also monitored. The model takes into account
the hierarchy of monitoring objects. Class System is abstrac-
tion for pieces of infrastructure as sensor, linked with the class
Node. Both classes have parameters for installing a device
on a node, described by the class Deployment. Deployment
describes the Deployment of one or more Systems for a
particular purpose (a temperature Sensor deployed on wall).

Class System includes two subclasses Sensor and DAS
(DataAcquisitionSystem). Both classes have System Capability
that describes normal measurement, actuation, sampling prop-
erties such as accuracy, range, precision. The System continues
to operate as defined using SystemCapability.

A sensor makes observations. Class Observation is repre-
sented by two parameters: timestamp and result. The result of
an Observation contains a value representing the value asso-
ciated with the observed Property. Class ObservableProperty
describes a physical quantity—observable quality (property,
characteristic).

A sensor is connected to data acquisition system. Class
DAS includes data acquisitor that implements Procedure. Pro-
cedure is workflow, protocol, plan, algorithm, or computational

method specifying how to make an Observation. Class Proce-
dure is recursive, has input and output, which are represented
by the corresponding classes. Class Output saves data in the
class TSD (Time Series Database).

Class DataAcquisitor is a subclass of class SoftwareAgent.
A software agent implements service and detects basic events.

The Class Event describes any physical, social, or mental
process, event, or state. An event in multiparameter monitoring
systems is determined by a finite time interval at which an
atomic physical phenomenon occurs. A physical phenomenon
usually occurs when an observation object changes its state at
a certain point in time. Moreover, an event occurring in a time
interval between two consecutive points is considered to have
occurred at the time of the end point of the interval.

A fragment of the model describing events in the monitor-
ing system and related entities is shown in Fig. 2. Class Event
has two subclasses: BasicEvent and CompositeEvent. A basic
event is an event, the composition and detection algorithm
of which are predefined and implemented in the monitoring
system. The definition of a basic event in the system is set by
the following parameters:

1) eventID in an identifier of event;
2) timestamp;
3) level of event importance: 0 is no problem, 1 is weak

problem, 2 is medium problem, 3 is strong problem;
4) class DataEvent linked class Sensor;
5) class TypeEvent.

A composite event consists of several basic events. A
composite event is an event that is generated and detected by
applying a set of different operators (logical, causal, etc.) to
a set of basic and composite events. The occurrence time of
a composite event is the occurrence time of its latest basic
event. The features of events in multiparameter monitoring
systems are as follows: events occur at a high speed, while
multiple occurrences of the same type of event only clarify
the previous data values; events are causally dependent events;
composite events are detected along a moving time window
(trend analysis and forecasting). These features are taken
into account in the descriptions of composite events using
operators.

A composite event is described with operators in class
EventOperator. Disjunction, when one of two events happens.
It is taken into account that events in the system cannot
occur simultaneously. Conjunction, when two events happen
regardless of the order. Sequence of two events is a composite
event that occurs when the second event occurs after first event.
Periodic and aperiodic events are also taken into account.

A composite event includes operators based on an
event specification language (termed Snoop) [15] for active
databases. Snoop supports temporal, explicit, and composite
events in addition to the traditional database events. The ap-
plicability of this concept of composite events to the industrial
monitoring context requires additional research.

IV. DISCUSSION

In the current implementation, industrial monitoring service
data is stored in two databases implemented using MongoDB
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Fig. 1. Semantic Data Model: Main entities and relations

Fig. 2. Semantic Data Model: Composite Events

and Clickhouse. Each service is represented by one or more
software modules. MongoDB database stores module collec-
tion data. Each module stores its data in its own collection.

Streaming data from sensors is saved to the database
Clickhouse. The paper [16] presents the concept for storing
and indexing numeric time series that allows creating compact
data representations optimized for cloud storages and perform
typical operations (uploading, extracting, sampling, statistical
aggregations, and transformations) at high speed.

The current database implementation does not support se-
mantic relations. First, the hierarchy of production equipment
nodes cannot be stored. Second, the sensors and data streams
are not tied to specific nodes of the production equipment.
Third, no support is available for implementing rules to iden-
tify composite events.

There is necessary to restructure and transfer data to
another DBMS to implement the proposed semantic data
model. We plan to use the graph database that provides better
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performance, flexibility, and agility compared to non-relational
databases. Paper [17] presented an analysis of five the most
commonly used graph databases: AllegroGraph, ArangoDB,
InfiniteGraph, Neo4J and OrientDB. Authors conclude that
Neo4J and ArangoDB offer the best functionalities to im-
plement a graph database with Neo4J for standing out for
its simplicity and due to its powerful query language named
Cypher. Neo4j is available in a GPL3-licensed open-source
”community edition”.

Our recent plan is transforming the data from the database
MongoDB to the graph database Neo4j. Previously, we made
a series of queries to retrieve events from the database Mon-
goDB. After transferring the data to Neo4j, we plan to repeat
the series of queries and compare the execution efficiency. The
database structure is modified to take into account the proposed
semantic date model and re-measure.

V. CONCLUSION

This paper introduced our semantic data model to collect
information about the production process under monitoring.
The semantic data model describes monitored objects and sub-
jects (equipment nodes, mounted sensors and video cameras,
events) including the context (operating conditions, employee
profiles). The data model takes into account the hierarchy of
production equipment nodes and sensors. At the same time, a
unified information space is created to digitize the production
process. The change in technical state is determined by an
event-driven model using basic and composite events. The
proposed semantic data model is oriented to implementation
using graph type non-relational database management system.
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