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Abstract—Today’s personal mobility vehicles have been
considered as a solution for solving the last/first mile problem of
a rider in big cities. It is important to investigate the rider factors,
rider behavior, and rider—-machine interface while using personal
mobility vehicles in order to propose useful and safe personal
mobility systems (including vehicles and software for the rider
assistance). These factors can be evaluated using a simulator that
attains realistic environments. The paper presents use cases for
the rider assistant using a personal mobile application and their
evaluation using the developed travelling simulator. The mobile
application for the rider assistant is generated recommendations
for the rider based on detected dangerous situation during the
riding to prevent an accident. Dangerous situations detection is
based on images analysis of the rider face taken from the front
camera of the rider’s mobile device mounted in the personal
mobility vehicle.

1. INTRODUCTION

Many researchers have been seeking ways to solve traffic
problems. Increasing urban traffic load leads to increasing of
traffic jams, traffic accidents, and air pollution, all of which
result in serious damage to quality of life. A potential solution
to these problems is to reduce traffic volumes in urban areas.
Modal shifts from conventional vehicles to public
transportation and eco-vehicles, including personal vehicles,
should also be considered to reduce urban traffic
volumes.

The rapid increase in the proportion of elderly people in the
population has caused several issues in Japan [1]. Elderly
people (over 65 years old) in Japan have accounted for more
road fatalities than people in any other age group [2].
Automobiles are the optimal means of transportation for the
elderly because they permit door-to-door transportation.
However, to address the aforementioned traffic problems, we
have to shift at least part of transportation burden from
individual automobiles to public transportation, some aspects
of which are less than ideal for elderly people. To resolve this
conflict, useful and eco-friendly transportation have to be
provided for the elderly people. Public transportation is useful
and eco-friendly, but the last-mile problem remains, especially
for elderly people [3]. Personal mobility vehicles are
considered an option for solving this problem.

Some techniques for personal mobility systems have
already been proposed and implemented. These techniques
include personal mobility vehicles and software for the rider
assistance for personal mobile device based on images analysis
of the rider face taking from the front camera. We proposed an
intelligent wheelchair [4-6], and two wheeled self-balancing
vehicle, which can be useful for not only elderly users but also
young users. For new techniques concerning personal mobility,
it is important to investigate rider factors, rider behavior, rider—
machine interface, and rider assistant features provided by the
personal mobile application mounted in the mobility vehicle.
Evaluation of these factors, it is reasonable to conduct with a
simulator but on in a road that attains realistic environments. It
is necessary to perform experiments under same conditions to
evaluate different mobility vehicles. A simulator have to
provide the same experimental conditions.

The main objective of this study is to develop use cases for
evaluating rider assistant mobile application that tracks the
rider behavior using the front camera of personal smartphone.
For the evaluation, the application of several types of mobility
vehicles travelling simulator has been proposed. A service field
simulator for pedestrians has been proposed by Takashi Okuma
in [7], [8]. In this study, authors implemented two types of
personal mobility vehicles in the service field simulator for
evaluating the mobile application for the rider assistant.

The rest of the paper is organized as follows. Section II
describes the traveling simulator prototype. Section III presents
the mobile application for dangerous situation detection to
assist the rider. Section IV describes use cases for rider
assistant mobile application evaluation using the travelling
simulator. Finally, Conclusion summarize the paper.

II. THE PROTOTYPE OF TRAVELING SIMULATOR

A. System configuration

The system configuration of the proposed traveling
simulator is shown in Fig. 1. It consists of a turn table, a
personal computer (PC) for the turn table control, two Arduinos
for controlling the AC serve motor and counting encoder pulse,
a mobility device, a virtual reality system [7], [8], and a PC for
the virtual reality system.
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Fig. 2 shows the interface of the PC for the turntable. The
status of communication between the mobility, Arduino, PC for
the turntable, and PC for the virtual reality can be confirmed
via this interface. Further, the control parameters of the
turntable can be adjusted in order to make the feelings of the
turntable movement more realistic by utilizing this interface.
The mobility has an RS-232 connection wireless
communication tool and sends the input data of the joystick or
leaning angle of the mobility to the PC for the turning table.
The mobility is completely fixed on the turntable with strong
tape during the experiments. The PC for the turntable sends the
current angle of the turntable and velocity of the mobility. The
PC for the virtual reality shows the surrounding according to
the position of the mobility.

Fig. 3 shows the turntable. An AC servomotor in the
turntable rotates it according to the output of PC for the
turntable, transmitted through RS-232 connection. The
turntable has an encoder to measure the rotation angle of the
turntable, and the Arduino counts the encoder and sends the
angle to the PC for the turntable.

B. Virtual reality system

The turntable connects to the virtual reality system, which
was presented by Okuma [7], [8]. The virtual reality system
functions as a service field simulator for pedestrians. In this
study, we employed the turntable in order to evaluate personal
mobility vehicles. The design policy is as follows.

e Virtual environment is displayed through a 360°
omnidirectional screen.

e Virtual viewpoint is controlled by walking-in-place
motion.

e Photo-realistic avatars can be displayed in the virtual
environment for communication with other people.
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Fig. 1. System Configuration
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Fig. 2. Interface of PC software for the turn table (circle means a position of
joystick)

Fig. 3. Turn table (Left upper surface of the turntable, right: under part of the
turntable)

Fig. 4. Virtual reality system (front door is open)

Instead of walking-in-place motion, we employed joystick
input. The pedestrian can change the direction freely by
him/herself without moving; however, it is difficult for the
personal mobility vehicles to rotate without any movement.
Thus, we employed the turntable. Fig. 4 shows the service field
simulator.

C. Two types of personal mobility vehicles

Originally, the virtual reality system was developed for
pedestrians. In this study, two types of personal mobility
vehicles have been employed. This section explains each of
them. Fig. 5 shows the wheelchair. The employed wheelchair
was modified from an electric wheelchair, which is
manufactured by Aisinseiki Corporation [9]. It is manually
controlled using a joystick and has a maximum speed of 6 km/h.
In this study, the input of the joystick is transmitted to the PC
for the turntable through wireless communication.

=

Fig. 5. Wheelchair
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Two Wheeled Self-Balancing Vehicles are not widely used
yet, and the researches for introduction are necessary. In
addition, there are several models of self-balancing vehicles at
this moment. Thus, three models of self-balancing vehicles are
developed for this simulator in order to adapt every models.
The three models are explained the following sections.

The Segway is widely used globally. A model—*Segway®
PT i2”—produced by Segway Japan Corporation, was
employed in this experiment [10], [11]. Segways are used for
tours in national parks, for assistance while playing golf, for
information service staff, and patrol staff in Japan. Patrol staff
use the Segway in Tsukuba Designated Zone in order to
improve the efficiency of patrols [4]. The Segway is attracting
attention as a new type of transportation or personal mobility.
Fig. 6 shows a scene demonstrating the use of the Segway. In
this study, it was difficult to set the Segway on the turntable;
thus, we developed a handle bar similar to the Segway and set a
potential meter to estimate the leaning angle of the handle bar.
The leaning angle of the handle bar is transmitted to the PC for
the turntable as the input of the joystick.

In AIST institute there are two original models of standing
type vehicles have been developed. The first one (AIST-V1) is
a human-riding wheeled inverted pendulum vehicle [4], [12].
The features of this vehicle are as follows.

e Smaller and lighter than a Segway.
¢ Includes a suspension system.
e Eagsy to lift.

e The occupied space is approximately equal to the space
that a person occupies while walking.

e Maximum velocity is low and the distance per charge is
short, but the increased total efficiency makes this a
competitive option for one-person transport.

AIST-V1 vehicle has two individual controllable wheels in
the body, and stick-shaped handles are attached vertically at
both sides of the body. Two motors and a computer are
installed in the body, and the upper surface of the vehicle is the
platform on which the rider stands. The angles of both wheels
are measured by counting the number of encoder pulses and the
angle of both wheels and the angular velocity of the pitch
direction of the vehicle is measured using gyro-sensors and an
accelerometer. A force sensor attached to the platform of the
vehicle detects whether the rider is on or off. Fig. 7 shows
AIST-V1, and Table 1 shows the specification of AIST-PM. In
this study, it is impossible to use self-balancing function
without moving on the turn table; thus, AIST-V1 is fixed on the
turn table. Further, a small joystick was set on the top of the
right handle bar. The input of the joystick is transmitted to the
PC for the turn table through Bluetooth.

Fig. 8 shows the original standing type vehicle (AIST-V2)
[13]. This vehicle is largely identical to AIST-V1. The main
difference is that it uses omni-wheels. Therefore, it is an
omnidirectional vehicle. Instead of using a joystick, the rider
controls this vehicle by only shifting of the weight of his/her
body.

In this study, it is impossible to use the self-balancing
function on the turn table, thus, the standing type vehicle is
fixed on the turn table. However, instead of using a joystick,
force sensors in the vehicle are used as input devices. The input
of the joystick is transmitted to a PC for the turn table through
Bluetooth.

Fig. 6. Segway

TABLE I. SPECIFICATION OF STANDING tYPE VEHICLE|

Characteristic Value
Length, width 043 m,0.55m
Tire diameter 0.13m
Weight 12.6 kg
Payload (including a passenger) 80 kg
Distance (mile per charge) About 10 km
Height of rider’s platform 0.19 m
Length of sticks 1.25m
Battery 13
Design do not match our template | Lithium-polymer

Fig. 8. Standing type vehicle 2(AIST-V2)
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We developed the turn table and implemented it along with
the virtual reality system. Fig. 9, Fig. 10, and Fig. 11, show the
scenes of preliminary experiments with three types of mobility.
It was confirmed that the components of the system can
communicate with each other and that this system might be
useful for a simulator by employing four subjects.

It is important to eliminate the differences between actual
movement and movement in the simulator in order to develop
the effective and useful simulator. With respect to the
wheelchair, we measured the actual movement from the input
of joystick. Fig. 12 and Fig. 13 shows the result on actual
movement and movement in the simulator. In Fig. 13, it was
impossible to measure accurate velocity of Segway, thus
experimental velocity data of other two wheeled self-balancing
vehicle was employed [11]. The tendency of change of its
velocity was similar by constructing and adjusting the function,
and it was achieved that rider’s feeling was acceptable by
performing several preliminary experiments.

Fig. 11
From these figures, it is realized that actual movement and
movement in the simulator are quite similar by constructing the 7
original function for the personal mobility vehicles. 6
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Fig. 10. Scenes of preliminary experiments2 (Mobility: Segway Type)
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. Scenes of preliminary experiments3 (Mobility: Wheelchair)
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Fig. 13. The experimental results between actual and output movements in
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III. DANGEROUS SITUATION DETECTION FOR RIDER ASSISTANT

Dangerous situation detection and accident prevention is a
popular research direction in recent years [12], [13], [14].
While riding two wheeled self-balancing vehicles a person can
fix a personal smartphone which will monitor his/her face
using the front camera and detection of one of two dangerous
situations: drowsiness and distraction. Based on the detected
dangerous situation recommendations for the driver are
generated in order to assist preventing an accident. A state-of-
the-art analysis of existing research work for dangerous events
detection is presented by authors in [15].

For analysis of the rider head and face the reference model
has been proposed (see Fig. 14). Every time when the mobile
application gets image from the front camera this image is
recognized and situation is estimated (is it dangerous or not).
Then the process is repeated until the rider closes the
application or stops dangerous situation estimation function.

Presented reference model includes three main components:
rider, smartphone, and cloud. Smartphone analyses the rider
head and face and generate recommendations in case of
dangerous situation is detected. Information for analyzing the
rider head and face is collected by the mobile application
component from the front camera using the image recognition
module. The application analyzes head movements (head
rotation and nods), percentage of closure of eyelid
(PERCLOS), eye blink rate and gaze, and yawning using the
analysis module that is responsible for extraction of the visual
features from the images taken by front camera. Rider interface
is used to show to the rider determined dangerous state and
recommendations. Recommendation module is responsible for
generation of context-aware recommendations for the rider
based on the detected dangerous situation and current situation
in the road. Local database is responsible for storing a data
collected by the smartphone. If the Internet connection is
available, the smartphone uses the cloud to exchange useful
information with other system users and to store generic
information about the driver’s behavior.

Such information as smartphone characteristics, application
usage statistics, and dangerous events occurred during trip is
stored for a deep analysis and using in the future. Smartphone
characteristics are GPU, sensors (GPS, Accelerometer,
Gyroscope, Magnetometer), front camera, memory & battery
capacity, and version of operation system. The cloud is also
used for keeping behavior patterns to analyze and create new
dangerous situation. Operations that are carried out in the cloud
storage are:

e correcting the dangerous events recognition;
e Dbehavior patterns matching;

e analysis and classification of driver behavior for
generating recommendations for safe driving;

The system is focused on the behavioral and physiological
signals acquired from the rider to assess his/her mental state in
real-time [16]. In the presented approach, the rider is
considered as a set of mental states. Each of these states has its
own particular control behavior and interstate transition
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probabilities. The canonical example of this type of model
would be a bank of standard linear controllers (e.g., Kalman
Filters plus a simple control law). Each controller has different
dynamics and measurements, sequenced together with a
Markov network of probabilistic transitions. The states of the
model can be hierarchically organized to describe the short and
long-term behaviors by using the driver ontology that includes
visual cues and visual behaviors and determines relationships
between them.

Algorithms for determination of dangerous states and
recommendation generation are based on information from
smartphone camera described in details in [17]. The
smartphone’s front camera monitors the head movements,
facial expressions, and the prolonged and frequent eye blinks to
identify drowsiness or distraction dangerous state.

The implementation of the proposed rider assistant system
for dangerous situation detection has been developed for
Android-based mobile device. The mobile application has been
developed using C and C++. For the image recognition the
open source computer vision (OpenCV) library has been used.

The face recognition process includes following key steps:
o The creation of the face detector.
e Face detection and face tracking.

e Facial landmarks detection like as “left eye”, “right

eye”.
e Facial characteristics classification like as “eyes open”,
“eyes close”.

To provide the functionality of face detection in
consecutive video frames the Face API is used with a
classification API that determines whether a certain
characteristic is present i.e. a face can be classified with regards
to whether its eyes are open or closed. Both of these
classifications rely upon landmark detection. A landmark is a
point of interest within a face. The left eye, right eye, and nose
base are all examples of landmarks.

Classification is expressed as a certainty value, indicating
the confidence that the facial characteristic is present. In our
case, a value of 0.3 or less for the eye state classification
indicates that it is likely that person’s eyes are in a closed state.
The overall speed and efficiency of the application has been
improved by applying several optimization techniques. To
improve the frame processing performance, the width and the
height of the camera frames to 640 x 480 pixels have been set.
Also, the requested frame rate to 30 frames per second has been
adjusted.

The Fig. 15 and Fig. 16 illustrate the user interface of
mobile application. When a face is detected, it is marked by a
rectangle around the head in the camera image. The face
detector marks landmarks by circles. The Euler Y and Euler Z
angles characterize a face’s orientation. The “Left eye OP” and
“Right eye OP” parameters show the probabilities whether the
left or right eye, respectively, is open. The higher value of these
measurements is on the image, the higher probability that the
eyes are open.
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Fig. 14. The reference model of the rider assistant system for dangerous situation detection

gl vez M 0910

Y

Driver Assistant Safe mode

Dangerous state: Drowsiness

Recommendation: Talk to passengers without being
distracted

Fig. 15. Prototype example: drowsiness dangerous state identification
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Recommendation: Be careful while driving. Turn off radio
and music.

Fig. 16. Prototype example: distraction dangerous state identification

IV. USE CASES FOR RIDER ASSISTANT MOBILE APPLICATION
EVALUATION

There are two use cases for the rider assistant mobile
application are explained in this chapter.

A.  Use case of two wheeled self-balancing vehicle

With respect to two wheeled self-balancing vehicle, if a
rider uses it under his/her distracted status, he/she will be in the
dangerous situation. Two wheeled self-balancing vehicle
cannot hold stability if one tire is off the road or in control off-
mode because of its feature. It is therefore necessary to evaluate
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the distracted situation in riding two wheeled self-balancing
vehicle. For the evaluation, the experiments must be performed
under the identical situations and environments. In the real
world, it is impossible perform experiments under the same
conditions and situations. Thus, we constructed the proposed
traveling simulator, which can provide same situation and
conditions. In addition, we employed the rider assistance
system, which has been explained in the Section III in order to
evaluate distraction status of riders in the simulator. The rider
assistance system is installed in a personal mobile device. The
personal mobile device is mounted on the handle bar and track
the rider’s face and estimate his/her state. It is expected that
riders installed a navigation application and use their personal
mobile devices as a navigation system while riding the self-
balancing vehicle. Fig. 17 shows the smart phone, which is set
on the handle bar. We will try to perform some experiments
with this system under same conditions. The experimental
condition is that riders are asked to travel straight in a simulator
with city area. The following points will be evaluated in the
experiments.

e Duration with distracted condition.

o Relationship between distracted condition and traveling
deviation.

]

Rider factors among age, gender, riding experiences.
—— ¥ '

Fig. 17. Personal mobile device on the handle bar of a self-balancing vehicle
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B.  Use case of wheelchair

With respect to the wheelchair, the main users are elderly
people. A wheelchair is stable itself and safer than other
standing vehicles. Hence, normally, the reaction time of elderly
people is larger than it of non-elderly people [14], thus, it is
important to evaluate distracted status, which causes accidents
in a wheelchair. Also, it is expected that wheelchair users
would use a personal mobile device for navigation system. For
these reasons, it is necessary especially for elderly riders to
perform experiments on using wheelchairs. The personal
mobile device, with the rider assistance application is installed,
is set on the front place of the arm rest of the wheelchair. This
place is the appropriate for detecting face and estimating
distracted status for the smart phone. Fig. 18 shows the smart
phone, which is set on the wheelchair. The experiments will
also be performed with same scenarios as self-balancing
vehicle.

V. CONCLUSION

In this paper, we introduced use cases for rider assistant
mobile application evaluation using the travelling simulator.
Mobile application determines two dangerous states
(drowsiness and distraction) of a rider using the front camera of
mobile device and image recognition technique. The traveling
simulator has been proposed and briefly explained the concept,
system configuration, employed mobility, and preliminary
experiments. In the future authors plant to conduct experiments
with the developed mobile application and travelling simulator
in according the developed scenarios.
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Fig. 18. The smart phone set on the arm of the wheelchair
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