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Abstract—The paper is devoted to the analysis of the 

efficiency of different algorithms for noise reduction on medical 
images in endoscopy. The algorithms of adaptive median 
filtering, KNN filtering, block matching filtering (Non local 
means and 3DBM) are analyzed. The conclusions and the 
recommendations for the implementation of these algorithms in 
clinical decision support systems in endoscopy are given. 

I. INTRODUCTION 
Clinical Decision Support Systems (CDSS) are the modern 

trend of medical video systems development. Systems of this 
type realize the integration of automatic image analysis results 
with the results obtained by the physician, and also use the 
information of system database. This integration of visual and 
automatic analysis allows the sensitivity and specificity of the 
diagnosis to be higher than in the case of diagnosis by the 
physician alone, or independently by the system.  

 Thus, the visual analysis, realized by physician is important 
part in CDSS. This statement demands to ensure high quality of 
the images for physician and, as a consequence, to realize high 
efficiency of visual analysis. 

 The objects of interest in this paper are CDSS using 
endoscopic images. Endoscopic images is a very wide class of 
medical images obtained by examining various organs and 
body cavities by via the special optoelectronic device -
endoscope. The types of endoscopy are: gastroscopy - 
examination of stomach, colposcopy - examination of cervix, 
laparoscopy examination of abdominal cavity, etc. There are 
more than 30 types. During endoscopy, physician performs a 
visual examination of organ surface and makes decision about 
diagnosis, possible biopsy; also he can perform surgical 
interventions (endosurgery). The wide application of 
endoscopic examinations and the complexity of the tasks 
solved during endoscopic examination determine the high 
relevance of new processing and analysis methods developing 
for endoscopic images. New effective enhancement methods of 
image for visual analysis must be used in clinical decision 
support system based on endoscopy images, but also they are 
useful in any modern endoscopy device. 

The need to form a high-quality image of the organ under 
investigation requires the implementation of pipelining of the 
video stream. The main procedures of pipeline are: noise 

reduction, brightness correction, contrast correction, blur 
compensation and sharpening. 

 The crucial point for quality representation and processing 
of endoscopic images is noise reduction. Because the noise is 
one of the most common problems in medical image 
processing. Even a high-resolution medical video is bound to 
have some noise in it. As for the endoscopic video it is a 
constant problem, because the lack of light forces to use high 
gain that leads to high level of noise.  

 The various techniques for noise reduction can be included 
in endoscopy images processing pipeline for CDSS. 

It is necessary to evaluate the possibility and effectiveness 
of modern noise reduction methods for the medical endoscopic 
images quality improving. For this aim the basic requirements 
for methods and the features of the solved task must be 
formulated. 

In medical endoscopic images, rather big light areas and 
rather dark areas can simultaneously be present with high 
probability (see Fig. 1).  

 
Fig. 1. The simultaneously presence of light and dark areas on medical image 

It is connected with the complex shape of the object under 
endoscopic investigation. Thus, in the case of endoscopic 
images, local non-linear enhancement methods must be used to 
effectively correction the brightness and contrast 
characteristics, and for edges sharpening. Examples of such 
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methods are the Multi Scale Image Contrast [1], Adaptive and 
Integrated Neighborhood Dependent Approach for Nonlinear 
Enhancement (AINDANE) [2], Locally Tuned Nonlinear 
Technique for Color Image Enhancement (LTSNE) [3]. All 
these methods are based on the operation of image 
differentiation and their application significantly increases the 
noise level in the image, especially in areas of the image with 
low detail. 

Our investigation showed that the signal-to-noise ratio of 
the image processed by LTSNE and AINDANE methods 
deteriorates on average by 10-15 dB. Figures are obtained for 
low detail fragments of the image. This phenomena determines 
the high requirements for the effectiveness of noise reduction - 
the procedure of the pipeline, which imposes the procedure of 
brightness and contrast correction. So the first requirement for 
noise reduction method for endoscopic image processing 
pipeline is the high effectiveness allowing to use nonlinear 
methods of contrast enhancement without significant artifacts.  

The implementation of processing pipeline in endoscopic 
systems demands to realize enhancement procedures with very 
high speed. For the modern endoscopic system, the following 
performance must be ensured: all pipeline procedures should be 
implemented in real time for FHD video with FPS more than 
100 frames per second and for 4K video with FPS 30 frames 
per second. So the high speed of processing is the second 
requirement for noise reduction method. 

There are two additional special requirements, besides the 
high effectiveness and speed, for the method of noise 
reduction in medical endoscopic image. They are next: 

 it is necessary to preserve all relevant information 
present in the raw image: the image after noise 
removing should not have smoothed area borders and 
texture changes (blur); 

 adaptability to the main feature of endoscopic video, 
such as sufficiently low level of detail and the 
presence of significant areas without detail in initial 
endoscopic images. 

II. METHODS AND ALGORITHMS FOR NOISE REDUCTION ON 
MEDICAL ENDOSCOPIC IMAGES

Modern methods of noise reduction can be divided into 
two groups. The methods of the first group work with the 
signal of image. These methods include smoothing filters, 
morphological filters, median and rank filters, the adaptive 
median filter, the K nearest neighbor filter (KNN), and the 
non-local mean filter (NLM). The methods of the second 
group are based on the decomposition of the image signal into 
a basis, followed by decomposition transformants processing.  

As a transformation, a discrete cosine transform (DCT), a 
discrete Fourier transform (DFT), and wavelet-based 
processing are used. The actual trends in the development of 
this group methods are aimed at eliminating detail suppression 
and artifacts caused by the basic decomposition. New methods 
of this group such as 3D block matching method use for the 
processing of static images a three-dimensional DCT and a 
sliding window. 

In the first group, the adaptive median filter, the KNN 
filter, and the NLM filter are the most effective in terms of 

noise reduction and the original image preservation. In the 
second group, the 3D block matching method based on 
effective filtering in 3D transform domain by combining 
sliding-window transform processing with block-matching is 
one of the most promising.  

Thus, to study the methods of noise reduction for their 
using in endoscopic pipeline were chosen next methods: 
adaptive median filter, KNN filter, NLM filter, bilateral filter 
and 3D block matching method (BM3D). 

 An adaptive median filter is the improving of median filter 
aimed to reduce impulse high density noise while preserving 
details. Unlike the usual median filter the size of the analyzed 
area (the size of filter structural element) is variable. The basis 
of the filter is the analysis of median value Lmed found in the 
processed area. If the condition  

 where Lmin and Lmax - the maximum and minimum 
brightness value of the analyzed area is true, then the filter 
response is formed.  

The filter response is Lc - the brightness value of pixel in 
the center of processed area if the condition  

is true, otherwise the filter response is Lmed. If the found 
median value Lmed does not satisfy the condition (1), then the 
size of the processed area is increased.  

If the size of processed area has reached the maximum 
possible, then the filter response is the value Lc. 

The KNN filter was designed to reduce white noise and it 
is basically a more complex Gaussian blur filter. Let u(x) - the 
original noisy image in the point x, and f(y) is the result 
produced by the KNN filter with parameters h and r in some 
point y of image.  is the spatial neighborhood of a certain 
size surrounding pixel under analysis, i.e.  is a block of 
pixels with size NxN, so that pixel under analysis (point y) is 
the central pixel of . Then the filter response can be obtained 
next way: 

where C(x) – normalizing coefficient. 

The NLM is the modern algorithm for image denoising. 
Unlike "local mean" filters, which take the mean value of a 
group of pixels surrounding a target pixel to smooth the image, 
non-local means filtering takes a mean of all pixels in the 
image, weighted by how similar these pixels are to the target 
pixel. This results in much greater post-filtering clarity, and 
less loss of detail in the image compared with local mean 
algorithms [4]. 

NLM [5], [6] has the following background. The main idea 
is to define the filtered pixel value by averaging the pixels 
with the similar neighborhoods (see Fig. 2).  

 (1) 

 (2) 

(3) 
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Let f(p) be the restored image at the point p, u(q) – 
unrestored image at the point q,  is the area of the image, 
S(p) and S(q) – the spatial neighborhoods of a certain size 
surrounding pixels p and q. It will be considered as a block of 
pixels of size NxN, so that, for  

example, q is the central pixel of S(q). Then in discrete form: 

where C(p) – is a normalized coefficient. 

h is the filtering parameter (i.e., standard deviation) and S(p) is 
the local mean value of the image point values surrounding p. 
The second addendum of color distance S(q) defined as 

where R(q) – is the area of S. Thus, the square of S(p) - S(q) 
represents a normalized sum of the absolute differences 
between blocks around pixel f(p) and around pixel u(q). 

Fig. 2. The illustration to NLM algorithm. The pixel q-white influences on the 
averaging for pixel p more than q-black, because its similarity is bigger 

The 3D block matching method [7] is a new approach to 
noise reduction developed for static images. It is based on the 
using of a three-dimensional DCT. The most often digital 
image processing uses a two-dimensional DCT applied to a 
square block (for example, an 8 by 8-pixel block is used in the 
JPEG standard). To ensure the possibility of applying a three-
dimensional DCT in 3D block matching method, each 
processing block is associated with an array of blocks. The 
array includes image blocks that have a high level of 
correlation with the block being processed. For the formed 
array, a three-dimensional DCT is performed, followed by 
threshold processing of decomposition transformant. 
Threshold processing of decomposition transformants provides 
noise reduction. The described procedure is repeated for all 
blocks of image, and the blocks processing is performed in 
accordance with the principle of the sliding window. The 
resulting brightness estimation for each pixel of the processed 

image is formed as a weighted average, found over all blocks 
that overlap in a given pixel. 

 To find the image blocks Zxi, the most similar to the block 
being analyzed ZxR the procedure of block matching is used. 
The procedure of block matching is well developed in in the 
video compression standards for the motion compensation. 
The original image has noise component, which makes it 
difficult to realize the block matching according to correlation 
function. To reduce the effect of noise, the correlation function 
estimating the measure of blocks similarity is formed on the 
basis of two-dimensional DCT transformants with threshold 
processing. In accordance with this, the correlation function 
has the next form: 

where and ZxR and Zxi are square blocks of the image with the 
coordinates of the upper left corner at the points xR and xi, 
respectively; T2D - operator of two-dimensional DCT; the 
norm is Euclidian. The operator determines the threshold 
processing of the two-dimensional DCT transformants:  

As a result of correlation matching, a set of blocks Sx with 
different value of the similarity measure d (ZxR, Zxi) with the 
processed block is formed. For further analysis, select the set 
of blocks for which the similarity measure value is less than 
the specified threshold value. 

The blocks included in the three-dimensional array for 
processing are ordered according to similarity measure value d 
(ZxR, Zxi). Three-dimensional DCT is applied to the obtained 
three-dimensional array. To reduce the noise level, the 
resulting transformants of three-dimensional are subjected to 
threshold processing. Then the inverse DCT transformation is 
performed. 

where xR the square block of the image after the inverse DCT 
transformation, T3D, T3D

-1- the operator of the three-
dimensional DCT and inverse DCT;  - the operator 
determines the threshold processing of DCT transformants, -

thr3D - fixed threshold parameter. 

For each block obtained after applying the inverse three-
dimensional DCT, the weighting coefficients wxR are 
calculated. Its value is determined by the number of non-zero 
transformants NNzT after the threshold processing. 

 (4) 

 (5) 

 (6) 

 (7)

 (8) 

(9) 

 (10) 

 (11) 

 (12) 
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After performing the described procedures for all image 
blocks, each pixel of the initial image will be associated with a 
set of brightness estimations. This is ensured by overlapping 
blocks (principle of sliding window). To calculate the result 
pixel brightness value on the restored image, the obtained 
estimations are averaged taking into account the found weight 
coefficients wxR. 

The basic approach can have extension with Wiener 
filtering. The linear Wiener filter replaces the nonlinear hard-
thresholding operator on the step of denoising in three-
dimensional transform domain. 

The bilateral filter is well known technique for image 
denoising. The main idea is to replace the intensity of each 
pixel with a weighted average of intensity values from nearby 
pixels. The weights are based on a Gaussian distribution. The 
weights depend not only on Euclidean distance of pixels, but 
also on the radiometric differences (e.g., range differences, 
such as color intensity, depth distance, etc.) [1]. 

Bilateral filter has a strong advantage – it preserves sharp 
edges. Despite this fact, this filter is not suitable for medical 
image processing, because of its disadvantages, that are crucial 
for medical observing process: 

 staircase effect – intensity plateaus that lead to 
images appearing like cartoons; 

 gradient reversal – introduction of false edges in 
the image [9]. 

Nevertheless, we included this filter to our research –
because of its popularity it was very interesting to compare its 
effectiveness with other algorithms. 

III. THE RESULTS OF RESEARCH 

The methods discussed above were implemented in special 
software and tested on real endoscopic images. The images 
were divided in three groups:  

 initial images – whole endoscopic pictures, 
obtained by sensors in various medical devices. 
They have various resolution according to the 
specific sensor. On the Fig. 3 and 4 the examples 
of images with relative high resolution 
(1280x1024) are shown. They were obtained with 
colposcopic device; 

 the set of images with rich number of details 
obtained by cropping initial images 
(see Fig. 6); 

 the set of images with low number of details 
obtained by cropping initial images 
(see Fig. 7); 

Fig. 4. Another example of the image with high resolution 

Fig. 4. Another example of the image with high resolution 

The images from video gastroenteroscopy are presented on 
Fig. 5 They have relative small resolution (320x320) 

Fig. 5. The images from gastroenteroscopy with small resolution 

On the Fig. 6 the samples from the set with high detailed 
fragments are represented. 
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Fig. 6. The fragments with rich number of details 

On the Fig. 7 the examples from the set with low detailed 
fragments are shown. 

The reason of this dividing was to check the performance 
of the denoising algorithms in various circumstances.  

The low detailed images (or large areas of images) are 
typical case in endoscopic observations of the organs with 
smooth tissues. That’s why it is very important for denoising 
algorithms to cope with this kind of flat surfaces. 

Fig. 7. The fragments with low number of details 

However, the vascular patterns, different wrinkles and 
other high detailed parts of images represent often the most 
interesting part of the picture for physician. Of course the 
algorithm for noise reduction should do its best on these 
fragments. 

In our research we used the described three groups of 
images (30 different images in each group) with added 
Gaussian noise with three different standard deviations (  = 
10, 20, 30 for 24 bits RGB images). On the Fig. 8 the image 
with different level of noise is shown. 

Fig. 8. The image with different presence of noise. Top row left to right: exact 
and  = 10, bottom row left to right  = 20,  = 30 

The Tables I, II and III represents the results. As a measure 
we used the standard PSNR metric. 

TABLE I.  THE RESULTS OF NOISE REDUCTION ALGORITHMS FOR INITIAL 
IMAGES (DB) 
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10 28,23 33,69 38,16 35,74 34,84 41,47 

20 22,31 29,15 29,54 31,04 31,6 38,09 

 30 18,94 26,03 23,01 26,49 27,79 35,95 

TABLE II. THE RESULTS OF NOISE REDUCTION ALGORITHMS FOR FRAGMENTS 
WITH HIGH DETAILS 
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10 28,17 32,32 35,87 32,9 32,36 39,11 

20 22,23 28,33 28,77 29,66 30,13 35,58 

 30 18,86 25,44 22,65 25,76 26,93 33,52 

TABLE III. THE RESULTS OF NOISE REDUCTION ALGORITHMS FOR FRAGMENTS 
WITH LOW DETAILS 
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10 28,16 34,86 41,02 35,49 35,51 43,56 

20 22,2 29,4 29,97 31,07 32,06 40,94 

 30 18,8 25,97 22,94 26,49 28,12 39,21 
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The Fig. 9, 10 and 11 illustrates the data from tables. 

Fig. 9. The averaged performance of the algorithms for noise reduction for the 
set of initial images 

Fig. 10. The averaged performance of the algorithms for noise reduction for 
the set of high detailed images 

Fig. 11. The averaged performance of the algorithms for noise reduction for 
the set of low detailed images 

On the Table IV and the corresponded Fig. 12 the overall 
data for all noise levels from previous tables is shown. 

TABLE IV. THE OVERALL RESULTS OF NOISE REDUCTION 
ALGORITHMS (DB) 
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23,09 28,7 29,1 29,44 29,81 36,07 

Fig. 12. The overall performance of the algorithms for noise reduction for all 
images 

Fig. 13. The result of BM3D algorithm (left) and NLM (right) 
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IV. CONCLUSION 

The main results of the research are the following. 

1. For general video processing pipeline for endoscopic
CDSS system it is not useful to implement some complex 
algorithms with large processing time. The well-known, 
relative simple and fast adaptive median filter provides very 
close results for the most cases of endoscopic images. 

2. For the case, when the presence of noise is very high the
implementation of the modern BM3D algorithm can make 
sense. But the developer should keep in mind the specific of 
BM3D algorithm. It is relative slow, has many parameters and 
can provide some artifacts on the image. The implementation 
of this algorithm in video endoscopic system should be guided 
by physicians, who will be able to estimate the allowable level 
of imposed distortions 

3. The approach of complex technique: to use resource-
consuming BM3D on some important (high-detailed) 
fragments and to use relative quick adaptive median on large 
flat areas seems very profitable. 
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