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Abstract—Citizen insecurity is directly related to 
interpersonal physical violence, there are algorithms that allow 
detecting violence in videos; therefore, it is necessary to know 
which is the best model for detecting violence. For this research, 
three convolutional neural network models were compared: 
Xception, InceptionV3 and VGG16 each together with a 
recurrent LSTM network, to find out which of the models is the 
best for the detection of interpersonal violence in videos. The 
three models were trained using the Real Life Violence Situations 
dataset, then violence and non-violence were classified, as a 
result, the InceptionV3 model is the best model, managing to 
classify with an accuracy of 94% compared to the VGG16 and 
Xception models, which obtained 88% and 93% respectively. 
Therefore, we recommend the InceptionV3 model for the 
detection of interpersonal physical violence in citizen security 
videos. 

I. INTRODUCTION   

Citizen insecurity is one of the main problems in Peru as in 
all of Latin America, in addition to poverty and economic 
growth. Citizen insecurity is commonly related to interpersonal 
physical violence [1]. As a preventive measure due to the 
increase in citizen insecurity, society has been seeking 
solutions to its security systems, considering the monitoring of 
human actions that are related to physical violence. This 
monitoring is carried out through video surveillance systems 
which are supervised by security entities or ordinary people.  

Currently, artificial intelligence algorithms allow people to 
solve different problems, such as heart disease detection with 
neural networks [14], tuberculosis detection with image 
processing [18], information search and retrieval [15], 
augmented reality for museums [16], routing questions and 
answers [17], recommendation of videogames with fuzzy logic 
[19] and many other purposes. 

Video surveillance systems are frequently installed in urban 
areas to support the security and surveillance of citizens. In the 
cameras of these video surveillance systems, it is possible to 
record scenes of physical violence and the scenes are observed 
and analyzed by the personnel in charge to detect the existence 
of violence according to their judgment.  

In [5] the development of an intelligent system of 
recognition of human activity is proposed by building a robust 
neural network based on the database of human activities, in [4] 
a pedestrian detection system based on HOGG (Gabor Filters 
and Histogram of Oriented Gradient (HOG)) for feature 
extraction is proposed, obtaining better results than only HOG 
or only the Gabor filter and finally the Convolutional Neural 
Networks (CNN) for pedestrian detection, in [3] a method for 
the system of automatic recognition of human activity through 
walking (identifying an activity by the way they walk) without 
human intervention is proposed, this system is based on 
foreground extractions, people tracking, feature extraction and 
recognition.  

From the investigations [5], [4], [3] convolutional networks 
are applied for the preprocessing of images and extraction of 
significant features and, therefore, they do not apply for the 
detection of violence.  

For the purpose of detecting interpersonal physical violence 
in citizen security videos, in research [10], [11], [2] the Hockey 
dataset is used, which is not directly related to situations of 
violence in real life, but to situations of violence in hockey 
games.  

The VGG [22] model for facial recognition in real-world 
surveillance videos, allows face detection. The VGG model 
comprises eight convolutional layers and three fully connected 
layers, it uses ReLU and max-pooling for its classification. 

  

______________________________________________________PROCEEDING OF THE 29TH CONFERENCE OF FRUCT ASSOCIATION

ISSN 2305-7254



 

The Inception model proposed in [21] a deep convolutional 
neural network structural to classify movements. 

They also managed to automatically detect dangerous 
situations to guarantee the safety of residents in the surveillance 
areas [25], behaviors such as vandalism, brawl, robbery and 
others are considered. 

Another Xception model proposed by [20] a deep learning 
architecture with separable convolutions in depth inspired by 
the Inception model, slightly exceeds Inception V3, this model 
has been tested with 350 million images and with 17,000 
classes. 

The VGG16 model proposed by [23] is a CNN that 
achieves 92.7% accuracy in ImageNet, tested with 14 million 
images with 1000 classes. 

In research [12] the new improved algorithm Inception V3 
is presented, a CNN based on the home network that allows 
detecting common characteristics of both dark and light 
images, 48 thousand images of ships in 9 categories were 
tested, achieving an improvement of 17.48% to the original 
Inception algorithm. 

The Xception [20] and VGG16 [23] models were tested 
with millions of images, their classes were 17000 and 1000 
respectively, as for Inception V3 [12] 48000 images with 9 
classes were tested. On the other hand, the detection of 
interpersonal violence has several characteristics that could be 
associated with these 3 models, so it is necessary to test which 
of the models would be the best to detect interpersonal violence 
in the videos. 

In this research, our aim is to compare three models of 
Convolutional Neural Networks: Xception, VGG16 and 
InceptionV3 to determine the best artificial vision model with 
the objective of detecting interpersonal physical violence in 
citizen security videos. In each artificial vision model, the 
image sequences were processed using the videos of the 
Kaggle Real Life Violence Situations Dataset, image 
processing with the extraction of significant features through a 
convolutional neural network was performed, then these pre-
processed features passed to the LSTM network sequentially 
for the analysis of the existence of violence and, finally, they 
were classified.  

This paper is organized as follows: Section II of this 
document deals with related works as a State of the Art are 
presented in Section. Then, a comparison of the three models: 
Xception, VGG16 and InceptionV3 is presented in Section III. 
Our experimental evaluation and results are described in 
Section IV and, finally, the conclusion and future work are 
presented in the last part of the document. 

II. STATE OF THE ART 

Currently in the surveillance systems, various solutions 
supported by the different Information Technologies are being 
applied to obtain better results in their monitoring, seeking the 
automation of tasks such as the detection and recognition of 
human activities that are mainly related to situations of citizen 
insecurity with the presence of violence and that are totally 
independent of any human intervention. For a better 
understanding of the technologies that could help us address 

this problem, a specialized search of scientific articles was 
carried out, selecting papers to validate and solve the problem, 
all of them focused on the field of Machine Vision, thus 
allowing us to review the techniques that are currently used in 
this field. The selected articles provide information in different 
scenarios.  

A. Models for event detection 

In research [6] the detection of events was carried out by 
means of the video summary, the video summary is a function 
of human properties, not linked to violence. In research [7], [2] 
for the detection of events related to violence in real time, a 
convolutional neural network (CNN) was used, [7] in addition 
to estimating the perceived violence, image feelings in the 
emotional dimensions were analyzed, [6], [2] analyzed the 
video image sequences and in [7] they worked with static 
images.  

B. Applications in surveillance systems 

In research [8], [4], [5], neural networks were used for the 
application of the surveillance systems. In [4] they focused on 
the detection of pedestrians, in [5] they managed to detect and 
track the human body recognizing the type of movement and 
daily human activity (shaking hands, lying, walking, sitting, 
boxing) and [8] worked on the detection of moving objects. [8], 
[4], [5] carried out image preprocessing as a previous step, [8] 
in addition to performing image processing techniques, a new 
unified technique (the region of interest (ROI) finder and 
YOLO which is a depth detector) was applied, further 
improving their image sequence processing speed. [10], [9] 
focused on detecting violence in surveillance systems, in [10] it 
is done using a semi-supervised learning framework to classify 
whether a behavior is violent or not, in [9] it is done through 
the audio of the recordings from the different data sources 
worked on the violence.  

III. METHODOLOGY TO COMPARE THE CONVOLUTIONAL 

NETWORK MODELS: INCEPTION V3, VGG16 AND XCEPTION 

 In this section, the components of the Convolutional Neural 
Network models for detecting interpersonal physical violence 
in citizen security videos are presented. 

A. Preparation of the Dataset 

 The dataset contains a set of videos of situations of 
interpersonal physical violence in real life, with a variety of 
people of different race, age and gender, and also has variety in 
the environment. The dataset was downloaded from KAGGLE, 
which is an online community of data scientists and machine 
learners, owned by Google LLC. The Real Life Violence 
Situations dataset contains 1000 small videos of violence and 
1000 small videos of non-violence with a maximum duration of 
7 seconds and an average duration of 5 seconds.  

B. Video pre-processing 

 The video was divided into image sequence: from the 
dataset, each video into 20 image sequences.  

 The extracted image sequences were resized, for the 
Xception and Inceptionv3 convolutional neural networks 
the boxes were resized to (299 * 299 * 3) and for VGG16 to 
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Reference value 

(224 * 224 * 3), since each network requires a certain type 
of image size respectively.   

 Shuffle Data: the data was shuffled to prevent the model 
from biased learning of a certain data pattern. 

C. Feature extraction 

20 sequences of images extracted from the video are 
entered and processed in batches, passing through the different 
layers of the convolutional network model being used:  

 Xception: it goes from the first layer “input_1” to the 
pooling layer “avg_pool”, obtaining the significant features 
of the intermediate layer “avg_pool” of each image 
sequence.  

 InceptionV3: it goes from the first layer “input_1” to the 
pooling layer “avg_pool”, obtaining the significant features 
of the intermediate layer “avg_pool” of each image 
sequence. 

 VGG16: it goes from the first layer “input_1” to the 
“flatten” layer, obtaining the significant features of the 
intermediate layer “flatten” of each image sequence.  

These significant features are considered as transfer values 
that are used as the input to the LSTM Neural Network. From 
each image sequence, a vector of transfer values is obtained as 
an output depending on the convolutional network model, for 
Xception, InceptionV3 and VGG16 a vector with 2048, 2048, 
25088 transfer values respectively was obtained, as from each 
video 20 image sequences were processed, so (20 x n) video 
transfer values were obtained, where n is the vector with the 
transfer values.  

D. Classification with LSTM and fully connected layers 

 

Fig. 1. Applying the recurrent neural network LSTM  

 For the classification, the second neural network was 
trained using the classes of the violence dataset (Violence, 
Non-Violence), so that the neural network learned to classify 
images based on the transfer values of the convolutional neural 
network model that was being used.  

The LSTM component has a size of 512 neurons used to 
extract temporal features, the features are extracted throughout 
the sequence of images obtained from the videos of 
surveillance systems. Fig. 1 illustrates the details of the LSTM 
architecture. 

The input form of the LSTM is (None, 20, n), 20 represents 
the number of image sequences extracted from the videos of 
the Real Life Violence Situations dataset and n is the size of the 
vector with the transfer values obtained from the convolutional 
network used.  

The classification was carried out considering the 20 image 
sequences obtained from the video. If any of them presented 
violence, the video was classified as violent.  

E. Design of the architecture of the convolutional network 
model with LSTM 

 Architecture to determine the best convolutional neural 
network model that allows the detection of interpersonal 
physical violence in citizen security videos is made up of three 
parts, preprocessing, feature extraction and classification. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Artificial Vision Model to classify violence  

 In the pre-processing, sequences of images from a video file 
were obtained converting them to a suitable format for the 
neural network, this was done in order for the network to train 
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efficiently. For feature extraction, the image sequences passed 
through the convolutional neural network. Then, for the 
classification, the significant features obtained from the image 
sequences passed through the LSTM Recurrent Neural 
Network for the extraction of temporal features, followed by 
two hidden layers and the output layer is a layer of 2 neurons 
with softmax activation, which gives us the final classification 
(the presence of violence or not).  

IV. RESULTS AND DISCUSSION 

 This section describes the implementation of a dataset as 
well as the results and comparison of the convolutional neural 
network models: Xception, VGG16 and InceptionV3.  

 For the experiment, The Real Life Violence Situations 
dataset was used with 2000 videos (1000 with violence 1000 
non-violence), of which 1600 were divided for the training of 
the models and 400 for the test. No data augmentation 
techniques were performed, only the original videos are used.  

We carried out the training with models Xception, 
InceptionV3 and VGG16, combining each model with LSTM 
to classify the existence or non-existence of violence 
according to the architecture proposed in Fig. 2.  

In the following graphs the accuracy and loss in the 
training process of the model by epochs is shown respectively. 
Then, an evaluation of which of the models had better 
accuracy and less loss was performed. 

The results of the experiment entering the the Xception 
model are shown, in Fig. 3 you can see the behavior of the 
accuracy metric and in Fig. 4 the loss in training. 

 

 
Fig. 3. Xception model accuracy 

In 200 epochs, from the graph of the Xception model, an 
average accuracy of approximately 93% is achieved. 

 

Fig. 4. Xception model loss 

Regarding the loss for the Xception model, there is 7% 
during training.  

The results of the experiment entering the Inception V3  
model are shown, in Fig. 5 you can see the behavior of the 
accuracy metric and in Fig. 6 the loss in training. 

 

Fig. 5. InceptionV3 model accuracy 

In 200 epochs, from the graph of the Inception V3 
model, an average accuracy of approximately 94% is 
achieved. 
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Fig. 6. InceptionV3 model loss 

Regarding the loss for the Inception V3 model, there is 5% 
during training.   

The results of the experiment entering the VGG16 model 
are shown, in Fig. 7 you can see the behavior of the accuracy 
metric and in Fig. 8 the loss in training. 

 

 
Fig. 7. VGG16 model accuracy 

In 200 epochs, from the graph of the VGG16 model, an 
average accuracy of approximately 88% is achieved.  

Regarding the loss for the VGG16 model, there is 10% 
during training.  

After training, the test data was submitted, then the results 
were shown. The confusion matrix of each of the models in 
Table I was also evaluated. 

 
Fig. 8. VGG16 model loss 

TABLE I.  XCEPTION CONFUSION MATRIX 

 Non-violence Violence 
Non-violence 197 8 
Violence 20 175 

TABLE II.  INCEPTIONV3 CONFUSION MATRIX 

 Non-violence Violence 
Non-violence 205 11 
Violence 13 171 

TABLE III.   VGG16 CONFUSION MATRIX 

 Non-violence Violence 
Non-violence 197 32 
Violence 15 156 

 
As it can be seen from the previously presented models: 

Xception, InceptionV3 and VGG16 presented an average 
accuracy 93%, 94% and 88% respectively. In addition, it was 
observed that the InceptionV3 model obtained greater 
sensitivity in detecting violence. Analyzing the results of the 
experiment it was determined that the InceptionV3 model had 
better results compared to Xception and VGG16. Therefore, the 
best model to detect interpersonal physical violence in videos is 
the InceptionV3 model, combined with LSTM, which classifies 
violence or non-violence in the videos, it is highly 
recommended that researchers use this model to solve these 
types of problems. 

In research [12] an improved InceptionV3 for classification 
of obscured ships in remote sensing images is presented, 
reaching 70% accuracy. Comparing our proposed model 
InceptionV3 for the detection of violence in videos, 94% 
accuracy is a great improvement. Also, in the work of 
Intelligent Recognition of Fatigue and Sleepiness Based on 
InceptionV3-LSTM [13] they show 87.5% accuracy. Our 
research reached 94% accuracy, which is also a great 
improvement. 
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At research [7] Protest Activity Detection and Perceived 
Violence Estimation from Social Media Images is proposed. If 
we compare, the best model for the detection of interpersonal 
physical violence in videos is the one proposed in our research. 

In research [8], [4], [5] they used neural networks for the 
application of surveillance systems, in our research the best 
model for the detection of interpersonal violence in videos was 
determined, our investigation could be used for the 
implementation of the validity systems. In the proposal for the 
detection of violence in surveillance systems [10] it is done 
through a semi-supervised learning framework to classify 
whether a behavior is violent or not, in our research, the 
existence of physical interpersonal violence in the videos is 
classified. 

CONCLUSION AND FUTURE WORK 

In this research, three models of convolutional neural 
networks were analyzed, and it was determined which was the 
best model for detecting interpersonal physical violence in 
citizen security videos. When comparing the three models, it 
could be seen that the InceptionV3 model performs better for 
the detection of violence in the citizen security videos.  In the 
future, work could be done on an integrated application for 
municipalities that can give notice or alert authorities to the 
existence or not of interpersonal violence in the streets. This 
application would be integrated with the best proven 
InceptionV3 model.  
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